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Making head and neck reconstruction surgery 
an engineering process 

Sid Fels 

Dept. of Electrical and Computer Engineering, The University of British Columbia 
Vancouver, BC, Canada, V6T 1Z4 

Abstract 

Computer modeling and simulation of the human body is rapidly becoming a 
critical and central tool in a broad range of disciplines, including engineering, 
education, entertainment, physiology and medicine. Often, these models underpin 
the goal of transitioning from an artisanal practice to designing and making to an 
industrial engineering process. One reason for this approach is that designed and 
simulated models can be thoroughly tested used manufactured by machine to high 
tolerances, potentially removing much of the guess work when addressing 
complex human body dynamics and variations. The challenge for researchers is 
how to create patient specific models with enough fidelity for in-silico simulation 
to accurately predict treatment outcomes. To address these challenges, we are 
developing technology to create dynamic, parametric, multiscale models of human 
musculoskeletal anatomy that can later be extended to include organ structures 
and other subsystems. We are working to provide a range, from low-to-high 
accuracy, of models, including high-resolution bone surfaces and detailed 
representations of muscle fibre structure and pennation. A significant component 
of our approach provides 3D finite element (FEM) muscle models coupled with 
multibody simulation techniques including contact handling and constraints. Our 
primary modelling effort is for the oral, pharyngeal and laryngeal (OPAL) 
complex to predict functional outcomes, such as chewing, swallowing and 
speaking. I report on our progress with our interdisciplinary team of scientific and 
clinical investigators, and collaborators and iRSM partners, the advances we have 
made including: an advanced Functional Reference ANatomy Knowledge 
(FRANK) template of the head and neck that can be registered structurally and 
functionally to patient specific data, new techniques for patient specific 
registration, liquid bolus simulations in the head and neck models, and a new 
technique for simulating speech from the biomechanics of the airway. Based on 
our experiences, I will outline a number of grand challenges that require a 
community of clinical, scientific and engineering researchers to address before we 
can transition to patient treatment as an engineered solution. 
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Abstract 

In traumatic brain injury (TBI), rapid head acceleration resulting from a blow or 
fall results in detrimental brain tissue deformation. These types of injuries are fre-
quent and can have devastating effects. Understanding the relationship between 
acceleration and deformation is a challenging and essential step towards designing 
effective preventive strategies. This study describes patterns of acceleration-
induced brain deformation in a group of human volunteers (n=7). Unlike previous 
research, the analysis herein involved spatiotemporal analysis of 3D kinematics. In 
each subject, tagged magnetic resonance imaging (MRI) was acquired during a 
mild acceleration event, and displacements were extracted using a mechanically 
regularized motion estimation algorithm. This technique involved registering an 
anatomical template (a finite-element mesh) to all of the subjects allowing transla-
tion of scalar strain projections back to the template to be averaged. Our results 
show that, in individuals, weighting acceleration measurements by the subject’s 
brain volume improves the correlation between acceleration magnitude and de-
formation (𝑅! of 0.66 in the weighted comparison, compared to 0.34). In individ-
uals, and the group, brain deformation peaked after the peak acceleration, and near 
the interface between the brain and the skull. However, some deformation was al-
so observed near medial brain structures, which supports the idea that the falx 
plays a role in transferring mechanical power to the middle of the brain. 

Introduction 

Acceleration-induced brain deformation is associated with concussion and TBI [1, 
2]. Complications associated with TBI are an important cause of disabilities af-
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fecting people of all ages worldwide [2]. The central component of the injury pro-
cess is rapid deformation of the brain after an acceleration event, such as a blow or 
fall. A clear understanding about how brain tissue deforms in such an event, 
would be key to develop preventive strategies aimed at reducing injury likelihood. 
However, this type of brain biomechanics is affected by different factors including 
the magnitude and direction of acceleration, differences in geometry, and tissue 
mechanobiology. Many of these factors are unique to humans and specific to indi-
viduals; thus, experimental observations of deformation (strain) in vivo are both 
desirable and necessary for complementing existing experimental and numerical 
research.  

With its exceptional soft tissue sensitivity, MRI has long been a cornerstone for 
brain morphological analysis and atlas generation [3]. It is also considered the 
gold standard for observation of soft tissue deformation in vivo via tagged acquisi-
tions [4]. In MRI, ‘tags’ refer to an artificial magnetic pattern that moves with the 
tissue as it deforms—a technique that was developed for the heart, but also has 
been applied to the brain for observations of planar (2D) deformation under mild 
acceleration [5, 6]. MRI-based atlas generation has evolved from solely morpho-
logical averaging to multivariate and functional analyses. Researchers have con-
structed both anatomical atlases from intensity data, as well as structural and con-
nectivity atlases [7]. Similar concepts have been used to average mechanical 
motion in the heart [8], and the change in brain morphology arising from brain tis-
sue deterioration [9]. However, although planar displacements and strains from 
different individuals have been studied with principal component analyses (PCA) 
[5], and with low-order physical models [6], an atlas of spatiotemporal strain ob-
servations in 3D is not yet available. 

In the past, we have introduced advances in acquisition and image processing 
that have enabled full-brain MRI coverage approximately within a two-hour imag-
ing session, and provided the basis to define the strain tensor in spatiotemporal 
fields [10, 11]. Therefore, this study addresses the analysis and atlas generation of 
experimental observations of deformation in 4D (volume and time) across multi-
ple individuals. This analysis will be useful for identifying idiosyncratic sensitivi-
ty to deformation. For example, correlation of strain patterns with respect to ana-
tomical characteristics may reveal factors that determine susceptibility to TBI. 
Likewise, group patterns of deformation can be used as validation data for repre-
sentative mechanical models. (Validation is a crucial step for gaining confidence 
in simulations aiming at investigating head accelerations that are too dangerous to 
be observed experimentally in vivo). Also, the measurements can serve as com-
plementary information for interpreting experimental observations from animal or 
cadaveric TBI models.  
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Methods 

This research combines MRI image acquisition, processing, and integration of 
strain results in a common template.  Imaging information included anatomical, 
tagged and DT-MRI scans. The processing pipeline featured tissue labeling for 
identifying white matter, and motion estimation via harmonic phase analysis with 
finite elements (HARP-FE) [11]. During motion estimation, a finite element (FE) 
mesh (Fig. 1) was registered to each of the subjects to obtain kinematic infor-
mation, and served as the template for atlas generation.  

 
Fig. 1. FE mesh template. A modified version of the Colin27 adult brain atlas mesh [12] was reg-
istered to each of the subjects and used for motion estimation. The sagittal cross-section (a) 
shows the relative position of axial slices, labeled S1-S3 (b)-(c).  All the cross-sectional slices 
show two domains corresponding to intra- and extracranial tissue. 

Image Acquisition and Preprocessing 

Human volunteers (n = 7, 4 males, and 3 females, 33.7 ±	6.5 years of age) were 
scanned with anatomical, diffusion, and tagged MRI pulse sequences. Informed 
consent was obtained from all participants of the study. Experimental protocols 
were approved by an institutional review board, according to ethical considera-
tions and approved by overseeing authorities. 

Imaging was performed in a Siemens Biograph mMR 3T instrument (Siemens, 
Erlangen, Germany). Anatomical scans consisted of 176 1mm-slices of 240 pixel 
× 240 pixel, 1 mm × 1 mm resolution with T1 contrast. The DT-MRI scan, per-
formed to extract fiber directions in the white matter, consisted of 39 directions, 
128 × 128 × 75 matrix size, 250 mm × 250 mm × 150 mm FOV, and a b-value 
1000s/mm2.  Both, the T1 and the DT-MRI acquisition were obtained in either a 
16- or 32-channel head coil. The tagged MRI acquisition occurred during a volun-
tary rotation towards the left shoulder. A MRI-compatible apparatus was used to 
guide the motion, as shown in Fig. 2 (a-b). After head rotation, movement came to 
a sudden stop producing a rotational acceleration of 209 ± 23 rad/s2, depending on 
each volunteer’s comfort, anatomy, and reflexes (Fig. 3c). An angular position 
sensor (Micronor, Camarillo, USA) was used to calculate angular acceleration. 
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Fig. 2. Rotational motion apparatus. Both the volunteer and the apparatus fit inside the MRI 
bore. The device guides motion from a resting configuration (a) towards the left shoulder (b). An 
encoder attached to the rotating axis is used to obtain rotation and acceleration data (c).   

The tagged acquisition comprised 13 time frames (18 ms TR). Each slice had 
160 pixel × 160 pixel (1.5 mm × 1.5 mm), using a spatial modulation of magneti-
zation (SPAMM) pulse sequence. The segmented acquisition of 24 k-space lines, 
6 lines per segment, required 4 motion repetitions per slice. Acquisitions were per-
formed using a 4-channel body coil plus a 2-channel spine coil. A total of 11—13 
axial slices were used per direction, to encode motion from left to right, and from 
front to back (anteroposterior). Six additional slices oriented radially were used to 
encode motion form the inferior to the superior side of the head. The approximate 
configuration of the tagged slices and directions appears in Fig. 3 (a). Total acqui-
sition time was less than 1.5 hours including anatomical, diffusion, and tagged im-
aging. More information regarding acquisition of tagged images, including motion 
triggering to reduce blurring and other artifacts, can be found in the literature [10]. 

Image volumes were preprocessed for motion estimation and strain measure-
ment with respect to local fiber directions. Anatomical T1 scans were automatical-
ly labeled with a subject-specific sparse dictionary-learning algorithm (with de-
fault parameters) [13] to differentiate white matter, gray matter, and the 
cerebrospinal fluid (CSF). DT-MRI was processed (DSI studio, http://dsi-
studio.labsolver.org) for identification of fiber directionality in the white matter. 
Tagged slices were interpolated into an intersecting volume via linear interpola-
tion, which produced the best tracking accuracy against benchmarking data (next 
Section). The resulting volume had a resolution of 1.5 mm isotropic, and was fil-
tered to extract harmonic phase volumes with a high-pass Fourier domain filter 
with cutoff at the tagging frequency (full cutoff after a 3-pixel quasi-linear slope). 
A typical outcome of the interpolation and filtering steps appear in Fig. 3 (b—c). 

The first time frame of the tagged MRI sequence was defined as the global ref-
erence configuration. To compensate for imaging coil placement, the T1 image 
was rigidly registered to the tagged reference: This required tag removal in the 
tagged reference (via a notch filter placed at the tagging frequency), and Gaussian 
blurring to match resolutions (with 𝜎 = 10 mm set empirically). The registration 
results were used to align all anatomical data (labels, the FE mesh, and DT-MRI). 
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Fig. 3. Tagged MRI for motion estimation. Slices (a) were oriented axially and sagittaly. The ax-
ial slices were sensitized in the left-to-right (y), and the anteroposterior (x) directions, and the 
sagittal slices were used to measure motion in the inferosuperior (z) direction. For tracking, the 
slices were interpolated into volumes and filtered. A cut of the volume tagged along the z direc-
tion shows a tagged image (b), and a harmonic phase image (c) after filtering. 

Displacement and Strain Estimation From Tagged MRI  

Displacements associated with head motion were calculated by tracking the har-
monic phase volumes using HARP-FE. This tracking technique was designed to 
provide displacements with three main features: compatibility (displacement fields 
are diffeomorphic), incompressibility, and rigid displacement of extra cranial tis-
sue. To this end, the harmonic image volumes provide pseudo-forces that deform 
the FE domain from one time frame (the reference) to another (the target) [11].  

The computational domain for HARP-FE was a modified version of the Colin 
27 adult brain atlas mesh (Fig. 1) [12].  The mesh, 423,000 tetrahedral elements 
nodally integrated to prevent locking, was matched to each subject via iterative 
closest point affine registration of the surfaces around the cranial vault extracted 
from CSF labels [14]. (This transformation was applied to all the mesh nodes.) Af-
ter registration, the maximum distance from the atlas surface to its subject-specific 
equivalent ranged within 1.9 and 2.4 mm. The original mesh domain assigned to 
the brain, and the results of a representative mesh registration are shown in Fig. 4.   

Tracking was sequential from one frame to the next, and composition was used 
to pull results back to the global reference. By discarding intermediate stresses, the 
material model provides minimum regularization, and the imaging information has 
the largest influence on the deformation. As the images retain nonlinearities asso-
ciated with the actual tissue motion, realistic material properties for the brain are 
not required for HARP-FE; instead, parameters were optimized for tracking con-
vergence. The intra-cranial tissue (Fig. 2) was modeled as a Neo-Hookean solid 
with 𝐶! = 1.0 kPa, 𝜅 = 100 kPa. Tracking parameters included 𝜆!"# = 200 
mN/rad, and  𝜆!"# = 0.3. Preprocessing and HARP-FE parameters were empirical-
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ly calibrated using an open benchmarking dataset [15] (median tracking error of 
1.1 ± 0.4 mm). Axonal bundle directionality in the white mater was obtained from 
the principal diffusion direction from DT-MRI, and transferred to the FE mesh via 
nearest-neighbor interpolation, which is common in computational modeling of fi-
bers [16]. This information enabled calculation of strain in a local coordinate sys-
tem i.e., stretch along the fiber direction (first diffusion eigenvector), and the net 
shear (the sum of shears associated with the second and third eigenvectors). 
 

 
Fig. 4. Mesh matching. After registration, the template surface largely conforms to the target (a). 
Fit quality can be observed when comparing the intracranial mesh surface with the T1 image in 
sagittal (b), coronal (c), and axial views (d).   

Individual observations of deformation were based on the maximum shear 
strain 𝛾!"# defined as one-half of the difference between the first and the third 
principal components of the Green-Lagrange strain tensor 𝑬 = 𝑭!𝑭 − 𝟏 /2 
(where 𝑭 is the deformation gradient [17]). This metric was chosen due to its as-
sociation with TBI [18]. To evaluate the relationship between individual defor-
mation and acceleration, the spatial mean of 𝛾!"# was calculated at each time 
point and the largest values were compared against the acceleration peak of each 
experiment, or the product between acceleration and the subject’s brain volume. 

Group Analysis 

This study made use of scalar-based analysis to avoid the challenges associated 
with tensorial interpolation [19].  In general, this can be achieved through analysis 
of strain tensor invariants, or scalars that arise from tensorial projection. The latter 
was the focus of the study.  

For reference, the classic invariants from continuum mechanics [17], are de-
fined with respect to the right Cauchy-Green strain tensor 𝑪 =  𝑭!𝑭 as 

 𝐼! = tr 𝑪 , 𝐼! = 𝐼!! − tr 𝑪! , and 𝐼! = det 𝑪  . (1)  

The physical interpretation of 𝐼! and 𝐼! is roughly associated with the mean hydro-
static and deviatoric deformation, and 𝐼! represents the relative volume change. 
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Here, brain motion is assumed to be incompressible, which is enforced by 
HARP_FE via the bulk modulus. (From a numerical perspective this is a “soft” 
constraint, but the expectation is that 𝐼! ≈ 1.)  

In this context, tensorial projection has explicit directionality assumptions. For 
instance, 𝛾!"# assumes that the largest shear deformations across subjects occur in 
similar directions (this is likely because the apparatus a repeatable motion). Like-
wise, two more quantities, can be defined using a local fiber direction 𝒂!. First,   

 𝐼! = 𝒂! 𝑪𝒂!  , (2)  

the local fiber stretch. Also, the coupling relationship 

 𝐼! = 𝛾! = 𝒂! 𝑪𝒃! + 𝒂! 𝑪𝒄!  , (3)  

was used to describe the total fiber-shearing strain. Both 𝐼! and 𝐼! were defined 
exclusively in the white matter and averaged as absolutes. 

The atlas was built using the scalar quantities above, which are stored digitally 
either at the nodes or integration points of the mesh (which was shared across sub-
jects). It is possible to approximate continuous random fields (each with a mean 
and a standard deviation) using interpolation via element shape functions. Thus, 
for a group of field samples (𝑛 = 1,2,… ,𝑁), expressions (1) to (3) yield a mean 

 𝐼! 𝑿, 𝑡 =
1
𝑁

𝐼!! 𝑿, 𝑡  
!

!!!

, (4)  

(𝑖 is used to identify the expressions above), and standard deviation 

 𝑠! 𝑿, 𝑡 =
1
𝑁

𝐼!! 𝑿, 𝑡 − 𝐼! 𝑿, 𝑡
!

!

!!!

, (5)  

defined as a function of the reference configuration 𝑿, and time 𝑡.   

Results and Discussion 

Individual Patterns 

Peak acceleration occurred the time of impact, which generally occurred two 
frames into the acquisition, Fig. 3(c). A representative example of acceleration-
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induced brain deformation induced by a mild acceleration appears in Fig. 5. The 
largest values for 𝛾!"# occurred in the time frame after the highest acceleration. 
Note that the tracking algorithm ensures zero extracranial deformation. 

 
Fig. 5. Individual observations of maximum shear strain (𝛾!"#) in a single individual. Axial slic-
es are labeled S1 through S3 from the most superior. Slice placement appears in Fig. 1. The pa-
tient’s right appears on the right. 

Midbrain slices from different volunteers at the time of highest acceleration are 
shown in Fig. 6. The distribution of 𝛾!"# included peaks around the skull particu-
larly in temporal regions. There were relatively large differences in terms of mag-
nitude of peak deformation, which spanned approximately 0.04.  The center of the 
brain exhibited lower 𝛾!"# values, although this was not particularly true near the 
midline (except in v6), where areas of low deformation expanded laterally towards 
the ventricles. This lateral expansion may be evidence of the influence of the falx 
tentorium, which is thought to be involved in mechanical power transmission to-
wards the center of the brain [20]. Differences in size and shape can be clearly 
seen, but no obvious relationships appear between these and the strain patterns. 
The individual measurement with the largest average percent volume change was 
1×10!! ± 2.2×10!! (which indicates nearly incompressible deformation).  

Comparing the spatial average of 𝛾!"# (right after the time of impact) with the 
magnitude of the peak acceleration resulted in a loose relationship between de-
formation and acceleration with a coefficient of determination (𝑅!) of 0.34, Fig. 
7a. However, weighting the acceleration values by the subject’s brain volume, re-
sulted in a more visible linear relationship with 𝑅!= 0.66. This finding suggests 
that volume is an idiosyncratic factor related to propensity to deformation.  

While the deformation field in Fig.5 is representative in that it exhibits some of 
the expected relationship between acceleration and deformation, it also shows 
counterintuitive behavior, as the strain measure does not reach zero in the last 
frame. This could be associated with the relatively short acquisition window (since 
dynamic behavior could continue), imaging artifacts (including accumulative error 
from sequential tracking), or the change in the relative direction of gravity [21]. 
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Fig. 6. Individual observations of maximum shear strain (𝛾!"#) after the peak acceleration. In all 
of the volunteers (v1-v7), strain patterns were characterized by peaks around the skull, and low-
ered values near the center. The patient’s right appears on the right. 

 
Fig. 7. Effect of acceleration on mean deformation. Although there is a loose relationship be-
tween acceleration and deformation (a), weighting peak acceleration by the subject’s volume re-
sults in a clearer trend (b). Whiskers represent standard error.   

Group-Based Deformation Patterns 

A spatiotemporal atlas of 𝛾!"# (with no volume weighting) shown in Fig. 8, ex-
hibits some of the visible features of the individual measurements (Fig. 6), includ-
ing peak deformations around the cranium and the lateral expansion of regions of 
lowered deformation towards the ventricles. The standard deviation of strain 
measurements (spatially averaged) was 0.01 ± 0.02. Also, the spatial mean of 𝐼! 
was 1×10!! ± 2.2×10!! percent indicating nearly incompressible behavior.  

Spatial averages of absolute fiber stretch and net fiber-shearing strain appear in 
Fig. 9. Compared to the magnitude of peak maximum shear strains, fiber defor-
mations were lower. This is consistent with the pattern of deformation, because 
the white matter is deeper inside the brain (in relation to the cranial surface) where 
deformation was less. Fiber-shearing strain also exhibits larger peak values (at 
time frame 3) than fiber stretch.  
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Fig. 8. Atlas of maximum shear strain (𝛾!"#). Strain patterns were characterized by peaks 
around the skull, and lowered values near the center. The patient’s right appears on the right. 

As with the individual measurements, the results in the atlas exhibit some un-
expected features, e.g. a strain concentration is present in the posterior right side in 
Fig. 8. It is possible that this behavior (similar patterns also appear in Fig. 5) 
points to the imaging artifacts resulting in non-zero strains at later times, or a 
phase shift due to fluid displacement. To improve motion estimation, and analysis 
of atlased results, future research includes finding a balance between regulariza-
tion and tracking accuracy, and characterizing the effect of boundary conditions. 
Although HARP-FE was successfully validated against a displacement database 
[15], a strain benchmark could provide a more rigorous validation. Considering 
that elongations (of fibers or other tissues) at small strains fall below image reso-
lution, the confidence in the measurement, to an extent, increases with the amount 
of strain limiting the accuracy of our results. Future research will also focus on 
implementing time alignment, and the design of confidence intervals based on var-
iability. For instance, volume is associated with mass, which is a major component 
in inertial loading; thus, the observed relationship between average strain and vol-
ume (Fig. 7) suggests that strain variability across subjects, which was relatively 
large in this preliminary atlas, could be reduced by applying normalization.  

 
Fig. 9. Spatial averages of fiber stretch (a), and fiber-shearing strain (b) in the atlas. As expected 
peak deformation was seen after maximum acceleration in time frame 3.   
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Conclusion 

This study introduced methodology and preliminary results associated with exper-
imental observations of brain deformation after a mild acceleration. The novel 
spatiotemporal 3D measurements were incorporated in both individual and atlas-
based analysis, including DT-MRI. Although the results exhibit some unexpected 
features, the general trends agree with the temporal evolution of acceleration, and 
follow logical relationships with respect to idiosyncratic factors (brain volume), 
and structural features (the falx). Future work includes refinement of motion esti-
mation, additional validation, and study of variability. 
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Abstract: In the current study, the effects of the approach for modelling the brain-
skull interface on prediction of the brain injury risk are investigated using a previ-
ously validated computational head-brain model. Four types of brain-skull inter-
face modelling approaches (1: the method used in original Total HUman Model 
for Safety THUMS Head-brain model; 2: brain rigidly attached to the skull, 3: 
frictionless contact between the brain and skull, and 4: cohesive layer (spring-
type) between the brain and skull) are employed in numerical reconstruction of a 
real-world car-to-pedestrian impact accident. The results indicate that the predict-
ed brain injury risk is strongly affected by the approach for modelling the brain–
skull interface. The comparison of the predicted risk of diffuse axonal injury DAI 
and brain contusions with the injuries sustained by the pedestrian involved in the 
accident seems to suggest that accurate prediction of the brain injury risk using 
computational biomechanics models requires direct representation of the meninges 
and subarachnoidal space with the CSF. 

1. Introduction 

Traumatic brain injury (TBI) affects around 10 million people worldwide every 
year and is associated with high risk of permanent disability and death [1]. Motor 
vehicle impacts are the second most important factor leading to the occurrence of 
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TBI [2]. To mitigate the TBI risk and to improve the countermeasures against this 
type of injury in motor vehicle impacts and similar loading environment, numer-
ous attempts have been made to gain in-depth knowledge of human brain injury 
mechanism [3, 4], injury tolerance/threshold [5, 6], and injury criteria [7, 8]. These 
attempts used both experimental and computational biomechanics methods. By 
employing Post Mortem Human Subject (PMHS) and human/animal tissue sam-
ples, vast amount of biomechanical data (including brain injury response, brain 
tissue properties, etc.) were experimentally obtained [3, 8-13]. These data are of-
ten used in the development and validation of computational biomechanics models 
that became a widely-used tool in injury biomechanics research due to technical 
and ethical constraints associated with conducting experimental studies under 
loads resulting in injury [8, 14-19]. In particular, such models have played an im-
portant role in the investigation and prediction of organ and tissue level responses 
of the brain due to violent impact [8, 16, 17], and numerous human brain compu-
tational models have been built using finite element (FE) methods to facilitate 
such investigation and prediction [20-26]. Such models utilise different approach-
es for modelling the brain-skull interface — layers of tissues between the skull 
and the brain. Although the brain-skull interface determines the boundary condi-
tions of the brain and exerts appreciable effects on predicting the brain responses 
[16, 27], and consequently the risk of brain injury, no consensus regarding selec-
tion of the approach for modelling of the brain-skull interface has been reached so 
far by the injury biomechanics research community. 

Several experimental studies have been conducted to investigate the mechanical 
properties of pia-arachnoid complex (part of brain-skull interface) [28-30]. How-
ever, the quantitative data are still limited. This, together with complex and not yet 
fully-understood anatomical structure of the brain-skull interface, remains a barri-
er to improvement of the biofidelity of computational biomechanics models of the 
brain. Such models tend to rely on various simplifications and assumptions for 
modelling the brain-skull interface. Direct representation of the key anatomical 
components (such as dura, arachnoid, CSF and pia) of the brain-skull interface 
was used in some brain FE models, including the models developed at Wayne 
State University [26, 31], Total HUman Model for Safety THUMS by Toyota 
Central R&D Labs [32, 33], model by Yang [34], model by Al-Bsharat et al. [35], 
and SIMon model [8]. Examples of more simplified approaches include modelling 
the brain–skull interface using a sliding contact allowing no separation between 
the brain and skull [20], frictionless sliding contact between the brain and skull 
[12, 15], and no-slip interface allowing no relative movement between the brain 
and skull [14]. 

Relatively few focused research attempts have been made with the purpose of 
finding an answer to what are boundary conditions of the brain and how they 
should be modelled [16, 21, 36]. In particular, in our recent research [36], we in-
vestigated the effects of approach for modelling the brain-skull interface on pre-
diction of the brain deformations due to violent impact by modelling the experi-
ments on PMHS head specimens conducted by Hardy et al. [3]. However, from 
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the perspective of design of countermeasures against TBI, investigating the effects 
on the brain injury risk in actual motor vehicle accident would be more relevant 
and important. In this study, we perform such investigation through reconstruction 
of a real-world car-to-pedestrian impact accident using the experience gained from 
[36]. 

2. Methods 

2.1 Description of the car-to-pedestrian impact accident 

A real-world car-to-pedestrian impact was selected from the IVAC database (the 
In-Depth Investigation of Vehicle Accident in Changsha) initiated and established 
by Hunan University (Changsha, China) in 2006 with the purpose of collecting the 
on-site data on traffic accidents involving Vulnerable Road Users (VRUs). The 
IVAC database incorporates the traffic police and hospital data, which includes 
the information of how the accident occurred, VRUs’ injuries due to the accident 
and injury treatment. A large number of accident data from this database have 
been used in related studies in the field of traffic accident analysis and injury pre-
vention [34, 37-40]. 

In the current study, we analysed the accident in which a 50-year-old male pe-
destrian was hit on the body right-hand-side by a small passenger car 
(Volkswagen Jetta - China version, a very popular model in China). The car was 
travelling at a speed of around 40km/h before the emergency braking was applied 
(estimated from the vehicle braking mark on the road surface) and impacted the 
pedestrian crossing the street. The car windscreen was damaged in the lower cor-
ner on the driver’s side due to the impact with the pedestrian head. According to 
the medical report, the pedestrian suffered the cerebral concussion and right tem-
poral contusion, which correspond to the Abbreviated Injury Scale (AIS, the most 
commonly used injury code designed to quantify the severity of injury to the hu-
man body organs/segments) [41] of AIS=3 (AIS3), for the cerebral concussion 
and AIS=4 (AIS4), for the right temporal contusion. The information about the 
pedestrian and vehicle is in Table 2.1 and Table 2.2, respectively. 

Table 2.1 The information about the pedestrian and overview of the accident 

Age Height 
(cm) 

Weight 
(kg) 

Direction 
(o’clock) 

Speed (km/h) 
Vehicle/Pedestrian Brake Brain injury description 

50 174 70 3 37/1.5* Yes 
Right temporal contusion, 
AIS 4 
Cerebral concussion, AIS 3 

* Confirmed through accident construction. 
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Table 2.2 The information about the vehicle involved in the accident 

Vehicle type Manufacturer Vehicle 
model 

Model 
year 

Mounting 
mass (kg) Dimension (mm) 

Small 
Passenger Car FAW-Volkswagen Jetta 2001 1490 4428×1660×1420 

2.2 Investigation of the effects of approach for modelling the 
brain-skull interface on predicted brain deformations and 
brain injury risk due to car-to-pedestrian accident 

Investigation of the effects of approach for modelling the brain–skull interface on 
the prediction of the brain deformations and brain injury risk was conducted in 
two stages. In the first stage, we reconstructed the car-to-pedestrian impact follow-
ing the information from IVAC accident database (see section 2.1) using a multi-
body (MB) subject-specific human body model that represented the pedestrian in-
volved in the analysed accident (section 2.2.1) (Fig. 2.1). In the second stage, the 
actual parametric study of the effects of the approach for modelling the brain–
skull interface was conducted using a FE head-brain model with the initial head 
orientation and head gravity centre initial velocity determined from the accident 
reconstruction (section 2.2.2). 

2.2.1 Accident reconstruction 

We reconstructed the accident described in section 2.1 using the subject-specific 
model implemented by means of the MADYMO multibody analysis package by 
TASS International Software and Services (Helmond, The Netherlands; 
https://www.tassinternational.com/madymo). MADYMO is arguably the most 
widely used MB analysis software package in injury biomechanics. 

The subject-specific pedestrian MB model was created by scaling the validated 
pedestrian model by Yang et al. [42, 43] according to the anthropometric infor-
mation from Table 2.1. The scaling was done using the Generator of Body Data 
(GEBOD) [44] available in the MADYMO package. The information about the 
vehicle (Volkswagen Jetta) is in Table 2.2. We used Volkswagen Jetta MB model 
from the study by Li and Yang [37]. 

The information about the initial (before the accident) velocity of the vehicle 
(including the pedestrian and vehicle movement direction), relative position of the 
pedestrian and vehicle before the accident, and the pedestrian posture were ob-
tained from the IVAC accident database (Table 2.1 and Table 2.2). However, there 
is always some uncertainty regarding the parameters describing the situation be-
fore the accident obtained from IVAC and other databases. Therefore, the process 
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of accident reconstruction used in this study includes the “Calibration” step (Fig. 
2.2). In this step, the parameters describing the prior-to-accident situation were 
calibrated so that the position/location of the pedestrian and vehicle as well as the 
areas/points of impact between the pedestrian and vehicle obtained from the acci-
dent reconstruction agree with those observed in the actual accident (as recorded 
in the IVAC database). 

 
Fig. 2.1 Geometric set-up of the MB models of the pedestrian and car for accident reconstruction 

 

 

Fig. 2.2 Schematic of vehicle and pedestrian kinematics reconstruction of a real-world car-to-
pedestrian accident used in this study 

2.2.2 Investigation of the effects of approach for modelling the brain-skull 
interface on the brain injury 

All simulations for investigation of the effects for modelling the brain-skull inter-
face in this study were conducted using the LS-DYNA 971 non-linear explicit dy-
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namic FE code by Livermore Software Technology Corporation LSTC (Liver-
more, CA, USA; http://www.lstc.com). 

2.2.2.1 Modelling of impact between the pedestrian head and vehicle windshield 

Initial conditions for the head-brain model The head orientation and linear 
and angular velocities of the head centre of gravity at the instant of contact be-
tween the pedestrian head and windshield were obtained from the accident kine-
matics reconstruction (Section 2.1). 

Head-brain model Following our previous study [36], we used the head-brain 
model from Total HUman Model for Safety THUMS Version 4.0 by Toyota Cen-
tral R&D Labs [32, 33]. The THUMS model includes the key anatomical struc-
tures such as scalp, skull, meninges, CSF, cerebrum, cerebellum, brain stem, falx 
and tentorium (Fig. 2.3-a). The brain tissues were modelled with linear viscoelas-
tic material, and the strain rate dependency was included in the model [32]. 

Windshield model The windshield model developed and validated in the pre-
vious research [37, 45] was employed here. To represent the laminated glass struc-
ture of the vehicle involved in the analysed accident (Jetta 2001), the model con-
sists of two coincident layers of shell element to represent the glass and the 
polyvinyl butyral PVB (Fig. 2.3-b). The glass layer was modelled using an elastic-
plastic constitutive model with the plastic failure strain of 0.0012. For the PVB 
layer, a Mooney-Rivlin hyperelastic material model was used. The validation of 
the windshield model was carried out through an impact test, during which a 
standard EEVC adult headform impactor was propelled to hit the windshield, and 
comparing the acceleration history of the impactor model with the experimental 
data. 

 
(a)                                        (b) 

        
Fig. 2.3 (a) THUMS Version 4.0 head-brain model; (b) FE windshield model used in this study 
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2.2.2.2 Parametric study of the effects of approach for modelling the brain-skull 
interface 

In THUMS Version 4.0 head-brain model, dura mater, arachnoid and pia mater 
are modelled with one layer of shell element [32, 33]. Tied contacts, allowing no 
relative movement, are defined between dura mater and skull, as well as between 
the dura and arachnoid. The cerebrospinal fluid CSF that fills the subarachnoidal 
space between the arachnoid and pia mater is simulated using a layer of 8-noded 
hexahedral element with fluid-like properties. Following our recent research [36], 
when investigating the effects of brain-skull interface modelling approach on the 
brain responses, the brain–skull interface model used in THUMS Version 4.0 
head-brain was treated as the reference approach (Case 1 in Table 2.3). When 
conducting the parametric study, three other approaches were analysed: 1) The 
brain surface rigidly attached to the skull through tied contact interface which al-
lows no movement between the brain outer surface and the skull inner surface 
(Case 2 in Table 2.3); 2) Frictionless sliding contact between the brain and skull 
(Case 3 in Table 2.3) which allows not only tangential movement but also separa-
tion between the brain and skull; and 3) A layer of spring-type cohesive element 
(no damping) between the brain and skull (Case 4 in Table 2.3).  

To correlate the brain strain responses with injuries observed in real-world ac-
cidents, numerous tissue-level injury risk criteria have been proposed in the litera-
ture [7, 8, 17, 46-48]. As the analysed accident resulted in cerebral concussion (a 
commonly occurring diffuse axonal injury DAI) and temporal contusion, we used 
the following three injury criteria that are known to correlate well with these types 
of injury: 

• Two strain-based injury criteria, cumulative strain damage measure 
CSDM [8, 17, 46-48] and maximum principal strain MPS [8] that have 
been widely used to assess DAI risk. CSDM is defined as the percentage 
of the cumulative volume of brain tissue experiencing principal strains 
higher than a predefined critical value (typically selected as 0.15 or 0.25) 
[47, 48]. 

• Dilatational damage measure DDM that was identified to exhibit a good 
correlation with the brain contusions [47]. DDM indicates the volume 
percentage of the brain tissue experiencing negative pressure levels ex-
ceeding specified threshold value during the impact [47]. Following the 
literature [47], in our study, the threshold was set at –14.7psi (equal to 
around –100kpa) which equals the water vapor pressure. 

Following [36], to provide the information on the predicted brain deformations, 
we also report the quantile plots of the maximum principal strain and shear strain 
at the time when the maximum strain value was observed. 
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Table 2.3 Simulation matrix for studying the effects of approach for modelling the brain–skull 
interface 

Approach 

Original 
THUMS 
head-brain 
model 

Brain 
rigidly 
attached to 
the skull 

Frictionless 
contact 
between the 
brain and skull 

Cohesive layer 
(spring-type) 
between the 
brain and skull 

Simulations Case 1 Case 2 Case 3 Case 4 

3. Results 

3.1 Accident reconstruction 

The impacts between the pedestrian body segments and vehicle obtained using the 
accident reconstruction process explained in Fig. 2.2 occurred between the pedes-
trian’s upper leg (thigh) and vehicle’s left headlamp (Fig. 3.1-b), between the pel-
vis and bonnet (Fig. 3.1-c), and between the head and windshield (Fig. 3.1-d). 
These results are consistent with the observed car exterior damage (Fig. 3.1-e). 

 
(a)                    (b)                      (c)                     (d)                   (e) 

 
Fig. 3.1 Comparison of the results of accident reconstruction and location of deformations of the 
actual vehicle involved in the analysed accident. (a) initial pedestrian posture and position in re-
lation to the car; (b) the predicted impact location between the pedestrian upper leg (thigh) and 
the left headlamp; (c) the predicted impact location between the pedestrian pelvis and the bonnet; 
(d) the predicted impact location between the pedestrian head and the windshield; (e) the impact 
locations at the accident scene 

The predicted head linear and angular velocities and the pedestrian position rel-
ative to the windshield at the instant of impact with the windshield were used to 
define the initial conditions for the head model when predicting the brain respons-
es. The analysis of these responses is presented in Section 3.2. 

Fig. 3.2 below shows that the reconstructed (predicted) windshield fracture pat-
tern agrees well with the windshield damage observed in the vehicle involved in 
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the analysed accident. This provides indirect confirmation of the accuracy of our 
accident reconstruction. 

 
(a)                                    (b)                                    (c) 

   
Fig. 3.2 Comparison of windshield damage predicted through the accident reconstruction (FE 
analysis) and actual damage in the vehicle in the analysed accident. (a) initial conditions for the 
pedestrian head model for simulation of the impact between the pedestrian head and vehicle 
windshield; (b) predicted fracture pattern of the windshield; (c) windshield fracture in the vehicle 
involved in the analysed accident 

3.2 Investigation of effects of the approach for modelling the 
brain-skull interface on the brain injury 

Boundary and initial conditions for the head model were defined from the IVAC 
accident database and accident reconstruction as described in Section 3.1. 

The predicted injury Cumulative Strain Damage Measure CSDM — for both 
0.15 and 0.25 thresholds, Maximum Principal Strain MPS, and Dilatational Dam-
age Measure DDM criteria are reported in Table 3.1. For comparison with the in-
formation about the pedestrian injury in the IVAC database, they need to be ex-
pressed in terms of the risk of the DAI and brain contusions and AIS. We 
established the relationships between these injury criteria and DAI/brain contu-
sions risk using the injury assessment risk curves reported in the literature [17, 47, 
48]. 

For the CSDM, we used the curves by Takhounts et al. [47] (Fig. 3.3) and 
Marjoux et al. [17] (Fig. 3.4). Takhounts et al. [47] used the data from a series of 
animal experiments to calculate the CSDM values of different levels (prescribed 
critical principal strain set as 0.15 and 0.25) and built the logistic fit risk curves to 
predict the occurrence of DAI (Fig. 3.3). Marjoux et al. [17] analysed and recon-
structed sixty-one real-world accidents involving pedestrian brain injury. They 
classified the DAI injuries observed in the accidents into two injury severity 
groups: 1) Moderate (3≤AIS≤4) and 2) Severe (AIS=5). From this classification, 
the risk curves as a function of CSDM0.15 were built (Fig. 3.4). For MPS and 
DDM, we used the injury risk curves for DAI and brain contusions established by 
Takhounts et al. [47, 48], see Fig. 3.5 for MPS and Fig. 3.6 for DDM. 

The predicted probability of the DAI injury occurrence was appreciably affect-
ed by the approach for modelling the brain-skull interface for all the injury criteria 
used (Fig. 3.3, 3.4, and 3.5). In particular, for the frictionless contact between the 
brain and skull (Case 3) and cohesive layer (spring-type) between the brain and 
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skull (Case 4), the probabilities of DAI predicted using the MPS criterion were 
over 80% which is much higher than for the remaining two approaches (Fig. 3.5). 
For the brain rigidly attached to the skull (Case 2), the DAI predicted using the 
MPS criterion was the lowest (Fig. 3.5). Similar tendency was observed for the 
CSDM criterion using the risk curves by Takhounts et al. [47] (Fig. 3.3), as one 
would anticipate, much higher risk for the principal strain threshold of 0.15 
(CSDM0.15) than for 0.25 (CSDM0.25). 

For the DAI injury risk curves by Marjoux et al. [17] (Fig. 3.4) and Cases 3 and 
4 for modelling the brain-skull interface, the predicted CSDM0.15 corresponded to 
100% risk of occurrence of the DAI at the moderate and severe levels. For the 
brain rigidly attached to the skull (Case 2), no risk of DAI was predicted for the 
CSDM0.15. For the approach used in the original THUMS head-brain model (Case 
1), the predicted risk of severe DAI was around 50%. 

For the injury risk curves by Takhounts et al. [47], the predicted DDM values 
corresponded to extremely low risk of the brain contusions for all the four ap-
proaches for modelling the brain-skull interface (Fig. 3.6). For Cases 1, 2 and 3, 
the predicted risk was virtually zero. 

Table 3.1 The predicted brain injury criteria when changing the approach for modelling the 
brain-skull interface 

Case 
Injury 
Criteria 

Original 
THUMS 
head-brain 
model 

Brain 
rigidly 
attached to 
the skull 

Frictionless 
contact 
between the 
brain and skull 

Cohesive layer 
(spring-type) 
between the 
brain and skull 

CSDM0.15 0.46 0.11 0.85 0.90 
CSDM0.25 0.16 0.02 0.46 0.66 
MPS 0.98 0.68 1.47 2.18 
DDM 0.002 0 0.0025 0.011 

 

 
Fig. 3.3 _Predicted probability of the DAI occurrence for the car-to-pedestrian impact accident 
analysed in this study when varying the approach for modelling the brain–skull interface. The 
critical values of the probability were determined based on the logistic fit DAI risk curves for the 
injury criterion CSDM (with prescribed critical principal strain of 0.15 and 0.25) by [47]. Case 1, 
Case, Case 3 and Case 4 are different approaches for modelling the brain–skull interface (see 
Table 2.3) 
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Fig. 3.4 Predicted probability of the DAI (Moderate and Severe) occurrence for the car-to-
pedestrian impact accident analysed in this study when varying the approach for modelling the 
brain–skull interface. The critical values of the probability were determined based on the logistic 
fit DAI risk curves for the injury criterion CSDM (with prescribed critical principal strain of 
0.15) by Marjoux et al. [17].  Case 1, Case, Case 3 and Case 4 are different approaches for mod-
elling the brain–skull interface (see Table 2.3) 

 

 
Fig. 3.5 Predicted probability of the DAI occurrence for the car-to-pedestrian impact accident 
analysed in this study when varying the approach for modelling the brain–skull interfaceThe crit-
ical values of the probability were determined based on the logistic fit DAI risk curve for the in-
jury criterion MPS by [48]. Case 1, Case, Case 3 and Case 4 are different approaches for model-
ling the brain–skull interface (see Table 2.3) 

 

 
Fig. 3.6 Predicted probability of the brain contusion occurrence for the car-to-pedestrian impact 
accident analysed in this study when varying the approach for modelling the brain–skull inter-
face. The critical values of the probability were determined based on the logistic fit brain contu-
sions risk curve for the injury criterion DDM (with prescribed critical negative pressure of -
100kpa) by [47]. Case 1, Case, Case 3 and Case 4 are different approaches for modelling the 
brain–skull interface (see Table 2.3) 
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The effects exerted by varying the approach for modelling the brain-skull inter-
face on both the magnitude and the distribution of the principal strain and shear 
strain (Fig. 3.7) were consistent with those observed when predicting the risk of 
DAI and brain contusions (Fig. 3.3, 3.4, 3.5, and 3.6). The approach using the 
brain rigidly attached to the skull (Case 2) resulted in the smallest magnitude of 
both principal strain and shear strain. For the brain-skull interface modelled using 
a layer of cohesive elements (spring-type) between the brain and skull (Case 4), 
the predicted maximum strains were order magnitude (around 24 times higher) 
greater than for the approach using the brain rigidly attached to the skull (Case 2). 

 
(a)                                                                (b) 

   
Fig. 3.7 Quantile plots of the principal strain (a) and shear strain (b) within the brain tissue, when 
changing the approach for modelling the brain-skull interface. See Table 2.3 for the details of the 
four simulations 

4. Discussions and Conclusions 

The results of this study indicate that the predicted severity of the brain injury (we 
focused on DAI) is appreciably affected by the approach for modelling the brain-
skull interface (Fig. 3.3, 3.4, 3.5, and 3.6). Similar effects were observed for the 
predicted magnitude and distribution of the principal strain and shear strain within 
the brain parenchyma (Fig. 3.7). These findings are consistent with the results we 
previously reported in [36]. 

The results seem to suggest that accurate prediction of the brain responses due 
to violent impact using computational biomechanics models requires direct repre-
sentation of the subarachnoidal space with the CSF (Case 1). This approach is 
used in THUMS Version 4.0 head-brain model (Fig. 2.3-a). It includes representa-
tion of key anatomical structures of the brain-skull interface. The approach using 
the brain rigidly attached to the skull through the tied contact interface (Case 2) 
seems to underestimate the brain injury severity. The fact that this approach al-
lows no movement between the brain and skull might be a possible explanation to 
this underestimation. The modelling approaches using the frictionless contact be-
tween the brain and skull (Case 3) and a layer of cohesive elements (spring-type) 
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between the brain and skull (Case 4) seem to overestimate the brain injury severi-
ty. It should be noted, however, that the approach using a frictionless sliding con-
tact between the brain and skull (Case 3) has been successfully used in the studies 
on predicting the brain deformations due to craniotomy (surgical opening of the 
skull) [18, 49]. 

Although evaluation of various brain injury criteria due to violent impact is not 
the primary purpose of the current study, comparison of the predicted using com-
putational biomechanics model and observed (in the analysed accident) brain inju-
ries (DAI and brain contusions) (Fig. 3.3, 3.4, and 3.5) appears to suggest that the 
cumulative strain damage measure CSDM criterion is a good predictor for the dif-
fuse axonal injury DAI while the maximum principal strain MPS is an acceptable 
predictor. These findings are consistent with the results by Takhounts et al. [8, 
48]. On the other hand, the dilatational damage measure DDM predicted very low 
brain injury severity (Fig. 3.6) for all approaches for modelling the brain-skull in-
terface, which is inconsistent with the fact that the pedestrian involved in the ana-
lysed accident suffered from moderate brain contusion. 

When investigating the effects of the approach for modelling the brain-skull in-
terface on the predicted brain injury, the current study relies on the injury assess-
ment risk curves that relate the injury criteria to the brain injury observed in a real-
world car-to-pedestrian impact accident. To the best of our knowledge, such in-
vestigation has not been done before. However, the injury assessment risk curves 
reported in the literature [17, 46, 47] tend to exhibit appreciable differences (see 
Fig. 3.3 and Fig. 3.4). One possible reason for these differences can be the fact 
that the currently available accident databases are limited in a sense that they rare-
ly contain complete accident information due to the technical constraints associat-
ed with collecting the data on the accident site. Expanding the accident data col-
lection systems might be one possible solution to overcome this limitation. 
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Abstract— Mitral valve repair is a complex operation, in which the functionality 
of incompetent mitral valve is reconstructed by surgical techniques. Simulation-
based surgical planning system, allowing surgeons to simulate and compare poten-
tial repair strategies, could greatly improve surgical outcomes. This paper presents 
a practical computational framework, combining the Total Lagrangian Explicit 
Dynamics Finite Element Method (TLED FEM) and Smoothed Particle Hydrody-
namics (SPH), to solve the interaction problem of blood and immersed mitral 
valves. With this completed pipeline, we can not only predict the mechanical be-
havior of mitral valve, but also analyze the transvalvular pressures distributed on 
valve leaflets. The experimental results demonstrate that our method has the po-
tential to be applied in surgical planning simulator of mitral valve repair. 

1 Introduction 

Mitral valve (MV) disease is one of the most common heart valve diseases, 
with a prevalence sharply increasing with age [1]. Surgical repair of MV results in 
better outcomes than valve replacement, yet diseased valves are often replaced due 
to the technical difficulty of the repair process, and outcomes are highly dependent 
upon the experience of surgeons [2]. Studies show that experienced surgeons at 
large clinical centers have a much better record of successful MV repairs, and 
valve replacement is often chosen instead of repair at low volume centers [3]. 
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MV repair is normally performed during open heart surgery when the heart is 
emptied of blood and the valves are motionless, making it difficult for the surgeon 
to know how a given surgical modification will translate into valve function after 
the heart has been closed and blood flow restored. Simulation based surgical plan-
ning system has been proposed as a way to improve surgical outcomes. Under the 
proposed scheme, pre-operative images of computed tomography (CT), magnetic 
resonance imaging (MRI) or ultrasonic cardiogram are acquired, and a computa-
tional mesh of the malfunctioning MV is generated by reconstructing the segmen-
tation results of the pre-operative images. The surgeons explore potential repair 
strategies on the virtual MV model then use simulation to predict the closure state 
of MV. For this surgical planning environment to be of practical use to a surgeon, 
simulations must be fast, not more than a few minutes per MV closing cycle, so 
that multiple surgical repair strategies could be simulated in succession, with 
feedback from one simulated repair guiding the subsequent simulated repair in an 
iterative process. On the other hand, Fluid structure interaction (FSI) models are 
necessary for comprehensive analysis of MV physiology [4]. The coupled FSI mi-
tral model can provide a unique opportunity to assess both the mechanical effect 
of repair techniques, as well as the effect on fluid flow, in both the diastolic and 
the systolic phase, in the setting of MV pathology [5]. 

2 Related work 

Modeling and simulation of the human body by means of continuum mechan-
ics has become an important tool in medical and clinical diagnosis, computer-
assisted surgeries, and surgery training and planning systems. Especially during 
highly complex surgical operations, such as MV repair, requiring an in-depth ex-
perience and medical expert knowledge, simulations have the potential to provide 
the surgeons with additional information. However, from the medical and surgical 
viewpoint, the theoretical applicability and the usefulness of intraoperative simula-
tions are controversially discussed. Mostly, the high complexity of simulation al-
gorithms causes a lack of real-time capability [6], which is essential for an intra-
operative application. Many computational methods have been proposed to study 
the biomechanical behavior of MV during surgical repair. Among which FEMs 
have been able to tackle and provide powerful insights into clinically relevant pa-
tient-specific situations [7], [4], [8], while mass-spring models (MSMs) have been 
applied to heart valve modeling to provide real-time simulations [9], [10], [11]. 
Besides, 3D FSI models are computationally expensive and for that their applica-
tion has, for the most part, been restricted to study native and prosthetic valves 
placed in simplified domains, e.g. straight axisymmetric aortic lumens [12]. More 
recently, attempts to investigate the coupled interaction of valves with the com-
plex hemodynamic environment of the left ventricle in anatomic, patient-specific 
domains have also begun to emerge [13].  
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Fluid-structure interaction between blood flow and mitral valve has been an 
essential issue for modeling the mechanical behaviors of mitral valve. Researchers 
are focusing on computational analysis of mitral valve dynamics for the purpose 
of better understanding mitral valve disease and planning personalized surgery. 
Einstein et al. [14] presented a comprehensive strategy for carrying out a Lagran-
gian FSI based predictive analysis of mitral valve disease of ischemic regurgita-
tion, integrating ex-vivo MRI image processing, geometry-based deformable reg-
istration and validation. The fully Lagrangian interface allows the exact 
imposition of boundary conditions and provides a path towards boundary layer 
meshing, a difficult task for embedded or immersed interface methods. Lau et al. 
[15] proposed to use an anatomically sized model of the mitral valve to compare 
the difference between structural and fluid–structure interaction techniques in two 
separately simulated scenarios: valve closure and a cardiac cycle, where the valve 
has been modelled separately in a straight tubular volume and in a U-shaped ven-
tricular volume during fluid–structure interaction. Mittal et al. [16] reviews the 
current status and future outlook of the computational modeling of cardiac hemo-
dynamics, including the blood flow modeling and fluid-structure interaction with-
in heart, which can be deployed to greatly enhance existing diagnostic procedures 
as well as to assess options in treatment and cardiac surgery. Otani et al. [17] pro-
posed an alternative computational approach to perform personalized blood flow 
analysis and fluid-structure interaction by providing the three-dimensional left 
atrium (LA) endocardial surface motion estimated from patient-specific cardiac 
CT images, to develop a clinically feasible methodology to perform personalized 
blood flow analysis within the heart. Their personalized FSI analysis in LA is a 
clinically feasible methodology that can be used to improve the understanding of 
the mechanism of intracardiac thrombosis and stroke in individual patients with 
LA structural remodeling. 

3 Basics 

3.1 Mitral valve dynamics 

In this paper, we used the TLED FEM [18] to model the dynamics of mitral 
valve, since all derivatives with respect to spatial coordinates are calculated with 
respect to the original configuration and therefore can be precomputed. Soft tis-
sues are often modeled using viscoelastic deformation laws, and usually includes 
dynamics, which leads eventually to a similar mathematical matrix formulation: 

Mu Du Ku ft t t s f        (1) 
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where t  is the time step, tu is the current nodes’ displacements, M  is the 

mass matrix, D  is the damping matrix, D M , K  is the global stiffness matrix 

and s ff  is the current applied force field. 

3.2 Smoothed particle hydrodynamics 

Smoothed particle hydrodynamics (SPH) [19] is to use a smoothing kernel to 
approximate field quantities at arbitrarily distributed discretization particles and 
move these particles with their local velocity. For one particle i at position tx , its 

field quantity ( )iA x  can be represented by a weighed sum of contributions from 

all neighboring particles within a cutoff distance h :  

( ) ( ) ( , )j
i j ij

j j

m
A A W h


 x x x    (2) 

where ij j i x x x ,  jm  and j  denote the mass and density of neighboring 

particle j , and ( )jA x  is the field quantity at particle j . The function ( , )ijW hx  is 

referred to the smoothing kernel. 

4 Methodology 

  To model the fluid-structure interaction between blood flow and mitral valve, 
we propose a practical computational framework consisting of embedded model 
based deformation, Casson equation based non-Newtonian blood modeling, blood-
MV interaction and mechanical interactions between valve leaflets.  With the pro-
posed framework, we can realistically simulate the dynamic behaviors of mitral 
valve and evaluate the blood flow status for surgical planning, which allows sur-
geons to compare potential repair strategies and could greatly improve surgical 
outcomes. The overview of the proposed framework can be illustrated in Figure 1. 

 

 

Fig. 1. Overview of the proposed framework.  
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4.1 Embedded deformable model 

During the simulation of mitral valve repair, high degree of morphological 
detail must be preserved to represent the valve structure accurately. In this paper, 
we resolve the complicated simulation domain by the TLED FEM based embed-
ded deformable model which constructed on a set of coarser hexahedron [20].  

 

Fig. 2. Mitral valve and hexahedral model 

Here the MV surface model was reconstructed with the manually segmented 
results of cardiac MR images of a patient using adaptive skeleton climbing method 
[23]. Then we generate coarse resolution hexahedra for the mitral valve. The em-
bedded deformable model can efficiently compute the deformation of complex mi-
tral valve mesh by first solving TLED FEM based embedded hexahedron defor-
mation and then project the deformation to the mitral valve surface via mean value 
coordinates [24]. In addition, the embedded deformable model can provide the in-
ternal structure for the mitral valve, and the uniformly well-conditioned hexahedra 
mesh is beneficial for long time stability. Figure 2 illustrates the mitral valve sur-
face model and corresponding embedded deformable model. 

4.2 Casson non-Newtonian blood 

The motion of blood can be described with Navier-Stokes equation: 

f s

d p

dt   

 
  

v τ
f     (3) 

where v ,  , p , f sf  are the velocity, density, pressure and external force re-

spectively, τ describes the viscosity force, τ  is deviatoric stress tensor 
τ  ,   is fluid viscosity and   is strain rate tensor, ( ( ) ) 2Tv v     . 

For common Newtonian fluid, the viscosity υ is a constant. However, blood 
is a kind of non-Newtonian fluid that is mainly made up of erythrocyte and 
plasma, which is neither uniform nor Newtonian. The most common model to de-
scribe blood would be the Casson equation, which can be described as: 
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1   τ      (4) 

where | | 2( (1 ))n
y e      τ  and   is the Casson viscosity and   . 

y  is the shear yield stress,  denotes the kinematic viscosity. Here | |1 ne   is in-

troduced to avoid   becoming a singular value when strain rate is small. n  is a 
finite positive integer, here we set 100n  . The constitutive equation of Casson 
equation can be deduced from Eq. (4): 

| 2 2( 2 (1 ))
( )

2

n D
yD e

D

 
 






 
   (5) 

where D  is the second invariant of  . 

In this paper, we approximate the blood equations by SPH discretized formula. 

( , )( )j T
i ij ji

j j

m
W h


  v x v    (6) 

where ( , )ijW hx  is the cubic spine kernel. The stress term in Eq. (3) is defined 

as: 
1

( ) ( , )j
i i j ij

ji i j

m
W h

  
    τ τ τ x    (7) 

4.3 Blood-MV interaction 

The dynamical movement of the mitral valve leaflets induce the boundary 
conditions for the FSI analysis, forcing the blood flow along its right path. To 
model the dynamic behavior of mitral valve, here we predefine boundary condi-
tions for the mitral valve to provide the driving forces for blood flow.  

Inspired by the immersed boundary method [21], we propose a new method 
that is adaptive to our embedded deformable model of mitral valve and SPH-based 
blood model to handle the complex blood-MV interactions based immersed 
boundary method, which enables the elastic boundary mitral valve changes the 
blood flow and the blood moves the elastic boundary simultaneously.  At each 
time step, for blood particle i , we calculate the volume of each SPH blood parti-
cle j  that inside the embedded hexahedron as the immersed volume domain to 

calculate the coupling force between immersed bodies with elastic boundaries and 
fluid as follows, 

, ( )f v xs f i j j i ij
j

t V        (8) 

where j  is the density of particle j , jV  is the volume, vi  is the velocity of 

particle i , xij  is the displacement between particle i  and j ,  ( )xij is the sec-
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ond-order accurate Peskin function, which is to determine the velocity along the 
radial direction: 

|| ||1
1 cos || || 2

4 2( )

0 || || 2

ij
ij

ij

ij

h
h h

h




   
    

     
 

x
x

x

x

  (9) 

The symmetric coupling force from a boundary particle to a fluid particle is 

f s s f  f f    (10) 

Furthermore, the force distribution of SPH particle can be formulated as 
( )

( )
ij

j s f
ijj


  


x

f f
x

    (11) 

where jf  is the distributed force of sampled point j . 

4.4 Mechanical interactions between valve leaflets 

During the cardiac cycle, the valves incorporate two leaflets, which are 
pushed open to allow blood flow and then close together to seal and prevent back-
flow. To model the dynamic behaviors of two leaflets, we adopt the bounding vol-
ume hierarchy (BVH) to handle interaction between two valve leaflets. Then, we 
resolve the frictional contact problems between interacting valve leaflets through 
the following Coulomb’s friction law with Signorini’s condition.  

0 0

0

0

f

f f

f f

N N

T T N

T T N T T

Signorini condition

Sticking mode

Sliding mode


 

   

   
   
    

  (12) 

where N  and T  are the normal and tangential gap in the contact space, and 

Nf  and Tf  are their corresponding forces.   is the coefficient of kinetic friction. 

5 Results 

Our experimental platform is Intel(R) Xeon(R) E5-2640 2.60HZ CPU, 64GB 
memory and NVIDIA GeForce GTX TITAN X, 12GB memory. In order to reduce 
the complexity, certain aspects of the MV model have been simplified: the valve 
leaflets and chordae tendineae have been modeled as linear elastic materials, ne-
glecting their non-linear constitutive behavior and anisotropy, and the surrounding 
tissues (including the ventricular muscle) have been assumed to be rigid.  
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Fig. 3. Mitral valve closure and open. Hexahedral resolution of anterior leaflet and posterior leaf-
let is 38 × 33 × 32 and 36 × 29 × 36. Young’s modulus of anterior leaflet, posterior leaflet and 
chordae are 6.233 MPa, 2.087 MPa and 0.660 MPa respectively. [4] 

In our experiments, we first simulate the dynamic behavior of mitral valve in 
cardiac cycle. Figure 3(a) and Figure 3(b) are the motion states of mitral valve in 
systole and diastole phase respectively, where the color bar represents nodal dis-
placement. In systole phase, the mitral valve leaflets close to prevent the blood 
from going back to the atrium. Two deformable leaflets are contact with each oth-
er without interpenetration by applying Signorini contact model. In diastole phase, 
the leaflets open as the blood enters the left ventricle. In the experiment, the time 
step is 0.005, we have simulated the MV dynamic behavior for 1600 frames in 8 
seconds. We have achieved real-time computation of 200 fps in dynamic behavior 
simulation of mitral valve, which enables real-time interactive surgical planning of 
mitral valve repair and test its capability for normal closure and open. 

 

Fig. 4. Pressures distributed on mitral valve calculated by fluid structure interaction under clo-
sure situation of normal MV and mitral insufficiency respectively. Initial blood density 0 is 

1050 kg/m3, yield stress y is 0.04 dynes/cm2. 

After that, we evaluate the function of post-operative mitral valve by our 
method. We compute the stress distributions of normal and pathological mitral 
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valve in the closure state. Figure 4(a) and Figure 4(b) demonstrate the pressures 
distributed on MV under closure situation of normal MV and mitral insufficiency 
respectively, where color bar represents pressures. For patients with MV disease, 
defects in leaflet morphology can lead to abnormal mitral valve closure, resulting 
in mitral regurgitation that blood flows back towards the left atrium. In Figure 4, 
there are transvalvular pressures distributing over the corresponding atrial and 
ventricular sides of the leaflet structure, which is an important clinical feature for 
diagnosing mitral insufficiency that usually has lower transvalvular pressures. 

However, there are some limitations for our method. The mitral valve in this 
work is modeled as linear elastic material, which can not well describe the anisot-
ropic and nonlinear characteristics of mitral valve tissue. Besides, the boundary 
condition of our model only considers chordae tendineae, while mitral valve annu-
lus plays an important role in mitral valve motion. In addition, during fluid struc-
ture interaction, the myocardium has been assumed to be rigid, while it will be 
more accurate to evaluate the transvalvular pressures if the myocardium is mod-
elled as elastomer and starts to contract in systole phase. 

6 Conclusion 

In this paper, we presented a practical computational framework of fast fluid-
structure interaction between blood flow and mechanical mitral valve. Embedded 
deformable model was adopted to achieve the real time structural dynamics of 
MV, which can now yield clinically relevant insights into valvular morphology 
and function. Besides, SPH based FSI method can model the post-operative 
hemodynamic loading across the valves.  Experimental results demonstrate that 
our method can achieve real-time simulation of mitral valve dynamics without 
interpenetration of two deformable leaflets, as well as provides post-operative 
evaluation for MV repair strategies. 

In future work, to ensure clinically relevant and useful of our method, the ad-
vances in computational modeling should proceed in tandem with carefully de-
signed in vitro and in vivo experiments to yield data for validating the computa-
tional models. We will model MV as anisotropic and nonlinear tissue by 
introducing the material property in MR elastography, acquire the boundary con-
dition from in-vivo patient-specific three-dimensional cardiac MR or echocardi-
ography and extract three-dimensional MV models in time series to establish a 
more accurate data-driven deformable model [22]. We will also compare our re-
sults with COMSOL Multiphysics, which is a multipurpose software platform for 
simulating physics-based problems, to validate the FSI analysis results. 
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Abstract    

Abdominal aortic aneurysm (AAA) is a permanent and irreversible dilation 
of the lower region of the aorta. It is an asymptomatic condition which if 
left untreated can expand to the point of rupture. Rupture of an artery will 
occur when the local wall stress exceeds the local wall strength. Therefore, 
estimation of a patient’s AAA wall stress non-invasively, quickly and reli-
ably is desirable.  One solution to this problem is to use recently-published 
methods to compute AAA wall stress, using geometry from CT scans, and 
median arterial pressure as the load. Our method is embedded in the soft-
ware platform BioPARR - Biomechanics based Prediction of Aneurysm 
Rupture Risk, freely available from http://bioparr.mech.uwa.edu.au/. Expe-
rience with over fifty patient-specific stress analyses, as well as common 
sense, suggests that the AAA wall stress is critically dependent on the local 
AAA wall thickness. This thickness is currently very difficult to measure 
in the clinical environment. Therefore, we conducted a simulation study to 
elucidate the relationship between the wall thickness and the maximum 
principal stress. The results of the analysis of three cases presented here 
unequivocally demonstrate that this relationship is approximately linear, 
bringing us closer to being able to compute predictive stress envelopes for 
every patient. 

Keywords: Abdominal Aortic Aneurysm; Patient-Specific Modelling; Fi-
nite Element Method; Stress; Wall Thickness 
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Introduction 
Abdominal aortic aneurysm (AAA) is a permanent and irreversible dilation 
of the lower region of the aorta. Typically, it is an asymptomatic condition 
that if left untreated, can result in rupture of the aorta. AAA diagnosis has 
tripled over the last thirty years and is likely to continue increasing [1]. 
AAA is found in approximately 7% of elderly men (>65 years) in Austral-
ia [2] with similar prevalence in the Western world [3]. This equates to 
about 114,000 Australian men currently living with AAA. As another ex-
ample, GBE-Bund statistics show that in 2014 the number of hospitalized 
AAA patients in Germany was about 85400. The disease also affects 
women, but to a lesser extent. 
   Because AAA is typically asymptomatic, most people are unaware of 
their condition. However, AAA rupture is a catastrophic clinical event 
with mortality rates of approximately 80-90% [4-6]. Currently, the most 
evidence-based indicator of rupture threat is the maximum anterior-
posterior diameter. Diameters >5.5cm are deemed high risk. However 20% 
of smaller AAAs rupture, and larger cases often remain quiescent [7, 8]. 
Surgical repairs of AAAs are expensive. They cost the Australian health 
system approximately $230m per year and as many as 75% of these opera-
tions may be unnecessary. The ability to predict, non-invasively, which 
cases are at risk of rupture will have a major clinical impact by saving 
lives and reducing medical costs worldwide. 
   There are many limitations to the current clinical definition of ‘high-
risk’, and many researchers believe that patient-specific modelling (PSM) 
has major clinical potential [9-14]. Mechanically-speaking, rupture of an 
artery will occur when the local wall stress exceeds the local wall strength. 
With advances in medical imaging technology and medical image analysis 
software, it is now possible to create patient-specific reconstructions of the 
AAA, which are then used for computer simulations aimed at computing 
the wall stress.  Such simulations have steadily increased in complexity 
[11, 15-17]. Significant research effort has been devoted to material mod-
els and simulations of such complexity that their implementation would 
require computer power and specialist knowledge which is simply not 
available in a typical clinic.  
   Recently an entirely new, very simple approach to compute AAA wall 
stress was proposed and validated [13] (see also [14, 18]). The inputs to 
the model are the (loaded) geometry of an aneurysm (obtained from a CT 
reconstruction), wall thickness and blood pressure.  By treating the aneu-
rysm as if it were in static equilibrium, forces caused by the internal pres-
sure must be balanced by the forces in the AAA wall; hence the stresses in 
the wall can be calculated based on the wall thickness. This method is em-
bedded in the recently-developed and freely-available software platform 
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BioPARR - Biomechanics based Prediction of Aneurysm Rupture Risk, 
available from (http://bioparr.mech.uwa.edu.au/). What is truly exciting 
about this simple approach is that information about arterial tissue material 
parameters is not required; this supports the development and use of PSM, 
where previously [19] uncertainty in material properties has been recog-
nized as a key limitation. Moreover the computation itself is so simple that 
many repeated simulations for a single patient are feasible, enabling sto-
chastic extension of the models [20]. 
   The accuracy, predictive power and ultimately the clinical utility of this 
simple and efficient method to compute AAA wall stress is critically de-
pendent on the estimation of the AAA wall thickness. At present, all pa-
tient-specific computational biomechanics studies in the field of vascular 
biomechanics assume homogeneous and constant wall thickness. However 
Zhu et al. [21] recently demonstrated a novel MR imaging technique that 
may lead to more accurate measurement of thickness. In [13] we under-
took one of the first attempts to measure AAA wall thickness using a CT-
MRI fusion. Starting from this imperfect measurement of wall thickness, 
we can now evaluate the relationship between the AAA wall thickness and 
the maximum principal stress. 

Methods 
Complete stress analyses of AAAs were conducted using our software Bi-
oPARR. Excluding the 3D reconstruction time, the entire analysis of a sin-
gle load case scenario took approx. 6 minutes on an Intel(R) Core(TM) i7-
5930K CPU @ 3.50GHz with 64GB of RAM running Windows 8 OS. The 
analysis steps are briefly described below. 

Problem Geometry  

We used three real-world, patient-specific 3D geometries, sourced from 
the initial phase of the MA3RS study [22], with all the irregularities that 
can be expected in clinical simulations, Figure 1. 
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Fig. 1. An example AAA case considered in this study. a) CT image; b) Region of interest, 
showing the lumen and portions of the AAA wall in white and intraluminal thrombus (ILT) in 
gray. 

   Our software system BioPARR allows the analyst to extract and combine 
data from images from different sources (such as CT and MRI), by imple-
menting a segmentation-based inter-modality image registration algorithm 
in 3D Slicer [23], as shown in Figure 2. The analyst has control over many 
parameters influencing the analysis results: the thickness of the AAA wall; 
inclusion of thrombus; geometry meshing; finite element type selection; 
and finite element simulation scenarios. The software can be used in the 
case when both CT and MRI data are available for a patient or, more typi-
cally, when only CT is available.  The program automatically generates 3D 
color-contoured visualizations of the key patient-specific components of 
the analysis, the ILT thickness and the normalized ratio of the maximum 
AAA diameter and the diameter in the proximal neck of the aneurysm 
(NORD).  

Image Segmentation  

The high variability in AAA geometry, as well as the difficulty in discrim-
inating between the AAA and the surrounding tissue in parts of the image, 
make automatic AAA segmentation practically impossible. Therefore our 
software uses segmentation tools available in the free, open source image 
analysis software 3D Slicer [24]. We have found that using the 3D Slicer 
extension FastGrowCut for segmentation [25] can help reduce the segmen-
tation time. Manual intervention is still required to define the region of in-
terest in the image, cropping, defining the seeds for the FastGrowCut algo-
rithm; and performing corrections and smoothing of the resulting label 
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maps. Using this method, we can extract the AAA geometry from CT or 
MRI.  

Wall thickness measurement and specification 

Although wall thickness has a great influence on the stress distribution 
within the AAA wall [26], accurate extraction from medical images re-
mains problematic due to the low image resolution and the difficulty of 
distinguishing the AAA wall from parts of the surrounding tissue, because 
of similar intensities in the image. This uncertainty is why many authors 
have used constant wall thickness in their analyses. BioPARR allows the 
user to specify wall thickness at multiple points on the AAA surface. The-
se discrete thickness measurements are then converted to a smooth model 
of the aneurysm wall through interpolation.  
   The uncertainty in the patient-specific AAA wall thickness will propa-
gate through the computational model and result in uncertainty in the com-
puted stress. Therefore, for each case considered we conducted repeated 
manual measurements of wall thickness in three cross-sections, where the 
image contrast was best and reasonable accuracy could be obtained, Fig-
ures 2 and 3.  

Fig. 2.  MRI to CT registration. Axial view of AAA label map (green contour) segmented from 
CT (left); Axial view of AAA label map segmented from MRI (centre); CT label map over MRI 
image demonstrated the quality of MRI to CT registration (right). 
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Fig. 3. Cross-sections at which repeated measurements of AAA wall thickness were conducted. 
Five measurements were taken at two points in each cross-section using the MRI image regis-
tered to CT  

Estimated variable wall thickness for Case 1 is given in Fig. 4. It is clear 
that the wall thickness may vary locally from as little as 1.4 mm to about 
2.1 mm. 
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Fig. 4. AAA Geometry (Case 1) generated using varying thickness. Measured thickness varies 
between 1.4 mm and 2.11 mm for this case. 

Geometry creation 

The label maps segmented from images, along with the wall thickness in-
formation, are used to create the AAA geometry. The external AAA wall 
surface, the internal AAA wall surface and the internal intraluminal 
thrombus (ILT) surface are automatically created.  

Finite Element Meshing, Model Creation and Analysis 

Meshing of the AAA wall and ILT, based on external and internal AAA 
wall surfaces and the internal ILT surface, is performed using open source 
meshing software Gmsh [27, 28] called from within BioPARR.  A tetrahe-
dral volumetric mesh is created using the element size specified by the us-
er. This process ensures a conforming mesh between the ILT and AAA 
wall. The meshing approach implemented in BioPARR maintains the ge-
ometric accuracy of the meshed surfaces by using very small elements on 
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these surfaces. At the same time, the element size inside the ILT volume 
and in the thicker areas of the AAA wall is increased, reducing the overall 
number of elements in the mesh and hence the computational cost of the 
finite element analysis.   
   The element types can be configured as linear or quadratic, displacement 
only or hybrid displacement-pressure formulation. Finally, Abaqus [29] 
input (.inp) files are generated and sent for finite element analysis. Figure 
6 shows a typical AAA mesh.  In the results presented here, we used quad-
ratic tetrahedral elements and a hybrid formulation.  The ILT thickness 
was included in the model and given a typical stiffness of 5% of the stiff-
ness of the AAA wall. [13] 
 

 
Fig 5. Example of meshing. The AAA wall is meshed using 2 layers of elements (configurable). 
The ILT is meshed using a minimum of 2 layers of elements (configurable); the element size is 
increased in the middle of the ILT layer to reduce the number of elements in the mesh. 

   
The finite element simulations are carried out using the procedure de-
scribed in [13], which allows the computation of stress in the AAA wall 
without exact knowledge of the material properties.  This is of great practi-
cal significance, as patient-specific material properties for the AAA wall 
and ILT are currently impossible to obtain in vivo. For a detailed discus-
sion of the problem of obtaining solutions without knowing mechanical 
properties of tissues see also [19, 30].   The results of finite element simu-
lations (maximum principal stresses in the AAA wall) are extracted by Bi-
oPARR for visualization and analysis. 
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Results 
For each case considered we conducted five thickness measurements at six 
points on the AAA wall. The measurements were then ranked from the 
smallest to the largest. We then created five geometries (as explained in 
the Methods section) using measured thicknesses with the same rank. This 
allowed us to create five finite element models, ranked by average wall 
thickness, for each of the three cases considered in this study. 
   We chose to use maximum principal stress as a scalar indicator of the in-
ternal forces being withstood by the wall tissue. Typical results are shown 
in Figure 6. 

 

Fig. 6. Maximum principal stress (98 percentile) for Case 1. From the thickest (top left), to the 
thinnest wall (bottom right)  

 
Figure 7 shows the relationship between the maximum principal wall 
stress and the average wall thickness. It is clear that this relationship, for 
every case considered, is approximately linear. 
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Fig. 7. Relationship between the average AAA wall thickness and maximum principal stress (98 
percentile) for the analyzed cases. 

Discussion and Conclusions 
We used our software BioPARR to analyse the relationship between the 
difficult to measure AAA wall thickness and the wall stress. Our results 
indicate that this relationship is approximately linear. The simplicity of this 
relationship allows a certain level of optimism about the possibility of con-
fidently constructing predictive stress envelopes for individual AAA pa-
tients. 
   The results presented in this paper are not entirely surprising. Standard 
engineering equations for stress in cylindrical pressure vessels exhibit line-
arity between vessel wall thickness and maximum stress. Furthermore, the 
following simple dimensional reasoning1 suggests that our results, even 

                                                
1 We are indebted to Dr. Johann Drexl from Fraunhofer MEVIS for his comments on the results. 
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though computed for complicated geometries, are not entirely unexpected. 
Blood pressure acts on the internal surface of an aneurysm with an area 
proportional to the square of the AAA radius. Internal forces (stresses), 
balancing the pressure load, act on the cross-section of the AAA wall 
which is proportional to the radius multiplied by the wall thickness. There-
fore the linear variation of stress with the wall thickness should not be en-
tirely unexpected.  The results presented here are in agreement with our 
suggestion from over ten years ago that in biomechanics often seemingly 
complicated relationships conceal an approximately linear dependence 
[31]. 
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An Immersed Boundary Method for

Detail-Preserving Soft Tissue Simulation from

Medical Images

Christoph J. Paulus, Roland Maier, Daniel Peterseim, and Stéphane Cotin

Abstract Simulating the deformation of the human anatomy is a central element

of Medical Image Computing and Computer Assisted Interventions. Such simula-

tions play a key role in non-rigid registration, augmented reality, and several other

applications. Although the Finite Element Method is widely used as a numerical

approach in this area, it is often hindered by the need for an optimal meshing of the

domain of interest. The derivation of meshes from imaging modalities such as CT or

MRI can be cumbersome and time-consuming. In this paper we use the Immersed

Boundary Method (IBM) to bridge the gap between these imaging modalities and

the fast simulation of soft tissue deformation on complex shapes represented by a

surface mesh directly retrieved from binary images. A high resolution surface, that

can be obtained from binary images using a marching cubes approach, is embedded

into a hexahedral simulation grid. The details of the surface mesh are properly taken

into account in the hexahedral mesh by adapting the Mirtich integration method.

In addition to not requiring a dedicated meshing approach, our method results in

higher accuracy for less degrees of freedom when compared to other element types.

Examples on brain deformation demonstrate the potential of our method.
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tions, Finite Element modeling, Immersed Boundary Method
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Stéphane Cotin
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1 Introduction

Computational models in the field of Medical Image Computing and Computer As-

sisted Interventions play an increasingly important role, in areas such as non-rigid

registration, augmented reality, or surgical training. In this context, the Finite Ele-

ment Method (FEM) is often used as the reference numerical approach, and many

works have addressed its computational efficiency and accuracy [3, 10, 15].

An alternative approach are mesh-free methods that can be applied likewise, but

need a separate surface representation and hence dealing with boundary conditions

can become cumbersome. Additionally, mesh-free methods use integration methods

which need a volumetric grid and can be computationally expensive. Thus, mesh-

free methods are less appealing for our purposes and this work is based on the FEM.

To construct a Finite Element mesh, the general procedure consists of the follow-

ing steps: the pre-operative image is segmented, then a surface mesh is built as the

isosurface of the segmented image, and finally a volumetric mesh is constructed in

the domain enclosed by the boundary surface. At this stage, the geometrical com-

plexity of anatomical structures make the generation of volume meshes from a given

surface representation a very challenging task.

Volumetric meshing of the domain is almost always done with linear tetrahe-

dral elements and remains a very active area of research [13, 8]. While simulations

with tetrahedral elements may lead to numerical issues, such as volumetric locking

[1], hexahedral elements suffer less from volumetric locking and yield an equiv-

alent or higher accuracy per degree of freedom. However, hexahedral meshes can

hardly be adapted to complex surfaces [7]. Thus, it is advantageous to either extend

the partial differential equation (PDE) outside the actual domain in order to use a

domain-independent mesh, which is known as the Finite Cell Method [14], or to

work with partially filled elements. In the following, we will focus on the latter ap-

proach. The Composite FEM [6, 18, 19], for instance, simulates deformations with

a coarse hexahedral grid efficiently, while a fine grid is used to modify the shape

functions in such a way that they match the boundary conditions to a given accuracy.

The fine grid is also utilized for the numerical integration. Tuning the resolution of

the coarse grid increases the accuracy of deformations, while the resolution of the

fine grid controls the geometric proximity at the beginning of the simulation. Other

popular approaches also require two meshes. For example, the Cut Finite Element

Method [2] operates on coarse elements but requires a sub-mesh in order to inte-

grate basis functions over the actual domain. The method proposed in [9] is based

on two overlapping Finite Element meshes, a coarse mesh that does not resolve any

domain boundaries and one that resolves the boundary. The method is then based on

the coarse Finite Element functions enriched by the Finite Element functions of the

resolving mesh. Boundary conditions are enforced in integral form with Nitsche’s

method. The key challenge is to integrate over the cut elements at the boundary and

the boundary segments, where an efficient integration method proposed by Mirtich

[11] is used. The additional Finite Element functions ensure the accuracy at the

boundary but also increase the number of degrees of freedom.
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In this paper we present a Finite Element approach derived from the Immersed

Boundary Method (IBM), which was first introduced by Peskin [16] to simulate

blood flows: A potentially high resolution surface mesh is immersed into a coarse

simulation mesh. We solve partial differential equations with a regular hexahedral

mesh that can automatically be built from the bounding box of a segmented image.

To precompute the system matrices, such as the stiffness, the damping and the mass

matrix, our method uses the extension of an integration method dealing with arbi-

trary polygons [11] and thus with arbitrary geometrical shapes. The efficiency of

this integration method yields a fast initialization of our algorithm while the speed

depends upon the resolution of the objects surface.

Our approach is very similar to the one presented in [9]. Both methods use

Nitsche’s method to apply boundary conditions and Mirtich’s integration method

to integrate over boundary elements. The key advantage of our method, however, is

that we do not need a second volumetric mesh to resolve the boundary and only use

the basis functions of the coarse volumetric mesh. While this difference results in

less accuracy at the boundary itself, the information gathered from the exact inte-

gration is enough to efficiently simulate the coarse behavior of an object. The fewer

degrees of freedom are particularly appealing since we aim for dynamic simulations

in real time. Other methods, such as [9] that resolve the boundary are less suitable

for dynamic simulations because of the higher number of degrees of freedom which

results in larger linear systems to be solved in every time step. The main difference

compared to the Composite FEM or the Cut FEM lies in the fact that no additional

refined mesh is needed to resolve complicated structures. Moreover, those methods

are mainly based on distance functions to characterize the boundary and not on a

surface mesh.

To further increase the speed of the dynamic simulation, we enrich the IBM with

the corotational approach, preventing recomputations of the system matrices and

thus allowing for real-time computation. The stability of our approach is ensured

by the removal of elements that are only filled with a small portion of the complete

cube. Evaluations reveal the improved accuracy per degree of freedom of our ap-

proach when comparing to the conventional methods, particularly for objects with

complex geometries. Thus, our method has an improved efficiency which decreases

computational costs. Since the meshing with different resolutions is not an issue, it

can be adapted to the power of the device performing the computation. This under-

lines the importance for the simulation of surgical interventions.

Our paper is structured as follows: After a brief overview of the Immersed

Boundary Method from which we derived our approach, section 2 explains the core

of the method. Then we present a numerical comparison against other techniques in

section 3.1. Finally, we apply our method on a complex brain geometry to simulate

a brain shift (section 3.2), and conclude in section 4 discussing future extensions.
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Fig. 1 Overview of our method: general work flow (top) and the particular elements of our method

(middle) with focus on one of the main contributions: the integration

2 Method

This section explains an Immersed Boundary Method (IBM) [17, 20] for dynamic

simulations, which has been adapted using an extension of an efficient integration

method [11]. This approach allows to embed a discrete representation of complex,

high detailed surfaces into the hexahedral simulation mesh, that is potentially coarse

and sparse. With the corotational approach, the method keeps its computational ef-

ficiency over time. Image processing methods can be used to provide the surface

representation. Then our approach can transform this representation directly to a

fast, accurate, patient-specific biomechanical model. Circumventing cumbersome

and time-consuming volume meshing algorithms thus makes our approach a com-

petitive tool for medical simulations.

Figure 1 summarizes our approach, separating the theory (subsection 2.1) from

the algorithmic details and the numerical integration method (subsection 2.2).

2.1 From a continuous problem to a discrete formulation

In order to allow for reasonable computation times while providing accurate de-

formations, we consider the deformation of objects with initial geometry Ω on a

macroscopic scale, which is commonly referred to as the continuum approach. We

denote the displacement of a point X ∈ Ω to the point x by u(X ,τ) = x(X ,τ)−X

at a time τ ≥ 0. Using Cauchy’s stress tensor σ , the gravity g and density ρ of the
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considered material, one can state Cauchy’s equation of motion for the dynamic

scenario as div(σ(u))+ρg = ρ ü. Additionally, we define boundary conditions fix-

ing the displacement at u = u0 on ΓD ⊆ ∂Ω and the boundary force or traction at

t(u) = σ(u)n = t0 on ΓN = ∂Ω\ΓD, where n is the outer normal of our domain Ω .

The equation of motion is usually transformed to an integral equation, the so-called

weak formulation. In contrary to the standard approach, the IBM incorporates the

boundary terms, i.e. as well the Dirichlet boundary condition, in this form. Vio-

lations of the conditions are penalized by additional integral terms and using the

stabilization parameter γD. This is referred to as Nitsche approach [12]. Thus, we

search a displacement function u that satisfies

∫

Ω
ρ ü · vdV +

∫

Ω
σ(u) : ε(v)dV −

∫

Ω
ρg · vdV

−
∫

ΓN

t0 · vdA−
∫

ΓD

t(u) · vdA−
∫

ΓD

u · t(v)dA

+
∫

ΓD

u0 · t(v)dA− γD

∫

ΓD

(u0 −u) · vdA = 0

(1)

for all test functions v and all times τ ≥ 0. The terms in the first row and the first term

in the second row relate to Cauchy’s equation of motion and the remaining terms are

introduced as a result of the Nitsche approach. The linear elasticity theory defines

the linear relationship between the Cauchy stress tensor σ and the strain tensor ε .

Since the linearized Green-Lagrange strain is non-zero for rigid body motions such

as rotations, we use the corotated strain tensor ε(u) = S − I with the symmetric

stretch matrix S, which is obtained from the deformation tensor.

In order to discretize the object, the surface ∂Ω is replaced by polygons of arbi-

trary shape representing a closed, manifold surface ∂Ωh potentially of high resolu-

tion, that can be obtained by a marching cube algorithm or other image processing

methods. Likewise, we replace the boundary domains ΓD,ΓN by their discrete coun-

terpart ΓD,h,ΓN ,h. Then we overlap the object Ωh enclosed in ∂Ωh with a regular grid

of hexahedral elements Ωe s.t. Ωh ⊂
⋃

e Ωe, and call the hexaeder corner nodes Pi.

Note, that the standard Finite Element approach requires equality, i.e. Ωh =
⋃

e Ωe,

which is a strong restriction for the choice of the hexahedral elements. We define

the mesh size parameter as h = maxe(maxX1,X2∈Ωe
|X1 −X2|), which indicates the

deformation accuracy of the hexahedral mesh and is independent of the resolution

of the surface mesh. The element-wise tri-linear shape functions ϕi of the conven-

tional FEM allow to replace the displacement function by its discrete counterpart

u ≈ ∑i ϕiui, with the displacements ui at the node Pi, forming the vector of displace-

ments u(τ) that depends on time. With the Galerkin approach, the integral equation

transforms to the semi-discrete equation

ρMü(τ)+Du̇(τ)+Ku(τ)−BT
Du(τ)−BDu(τ)+ γDMDu(τ)

= MNt0 −BDu0 +ρMΩ g+ γDMDu0

(2)

where the terms with the matrix BD relate to the integral terms in (1) over the Dirich-

let boundary ΓD and are due to the method of Nitsche. The stiffness matrix K is
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constructed similarly to the conventional FEM, but integrals are computed over the

actual domain Ωh 6=
⋃

e Ωe. K relates to the second term in (1). Similarly, the mass

matrices are adapted to the IBM, i.e. MY,i j =
∫

Y ϕiϕ j for Y = ΓD,h,ΓN ,h,Ωh. Note

that the term Du̇(τ) in (2) is artificial and does not correspond to any term in (1).

However, the introduction of the damping term is reasonable in the context of dy-

namic simulation, as damping effects occur in dynamic motions. We choose the

damping term to be constant and obtain it using the mass and the stiffness matrix.

Such a representation is called modal or Rayleigh damping and can be expressed as

D = αM+βK.

In the general case, an experimental verification of the parameters α and β is essen-

tial for real applications [21].

Solving this system of linear equations yields the displacements ui(τ) for any

time τ ≥ 0 of the object Ω at the points Pi, which are propagated to the surface

∂Ω using the tri-linear shape functions and the initial barycentric coordinates of

the surface in the hexahedral mesh. Since (2) is still a continuous formulation with

respect to time, the next step to obtain a fully discrete model consists in applying a

time-stepping scheme with step size ∆τ . Here, we use the implicit Euler scheme

u̇n+1 = u̇n +∆τ ün+1,

un+1 = un +∆τ u̇n+1.
(3)

Inserting the scheme into (2) leads to a system of linear equations that has to be

solved in every time step. For better readability, we only state the equation for the

(n+1)th time step under the additional assumption u0 ≡ 0.

(

ρM+∆τD+∆τ2(K−BT
D −BD + γDMD)

)

u̇n+1

= ∆τf0 +
(

ρM−∆τ (K−BT
D −BD + γDMD)

)

un,
(4)

where f0 = ρMg+MNt0. Finally, un+1 can be calculated using the equations in (3).

2.2 Numerical considerations

The construction of the matrices in the system of linear equations (2) is one of the

key challenges of the IBM. To integrate, the domain is split into the volumes of

the hexahedral elements. For completely filled elements with Ωe ∩ ∂Ω = /0, Gauss

points commonly yield the integral value. For elements intersecting with the bound-

ary, standard integration techniques do not work as the integration domain might

have an arbitrary complexity: the integration domains are either the boundaries in-

tersected with an element, i.e. ΓD,h∩Ωe or ΓN ,h∩Ωe, or the intersection of the object

with the hexahedral elements, i.e. Ωh∩Ωe. We integrate exactly over these domains,

by using an integration approach depicted in figure 1(bottom), which has been pro-

posed for polynomials up to degree two [11]. The integrands in the last subsection
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are polynomial functions where the sum of the polynomial degrees is maximally six,

due to the multiplication ϕiϕ j of the tri-linear shape functions ϕi and ϕ j to compute

the mass matrices. In the following we use the space of polynomials PM(Rn) that

acts on R
n, constructed with monomials, whose sum of degrees is smaller than or

equals M. Thus the tri-linear shape functions fulfill ϕi ∈ P3(R
3) and we need to cal-

culate integrals for P6(R
3). For this we extend [11] to arbitrary polynomial degrees:

first, the divergence theoreom transforms the volume integral to a sum of integrals

of P7(R
3) over polygons in 3D. Then these integrals are projected onto the plane

with the biggest surface and one needs to calculate P7(R
2) over polygons in 2D.

Finally, these integrals are simplified using Greens’ theorem to P8(R
2) over lines in

2D, which can be integrated analytically using binomial coefficients and the posi-

tions of the line start and end. For the boundary matrices, the first step is left out but

the subsequent steps stay the same with the polynomial degree reduced by one.

Regarding the constitutive model, we use a corotational approach rather than a

simple linear strain tensor. This also permits to expand the range of applications of

the method. Identically to the conventional approach a rotation matrix Rn is calcu-

lated based on the deformed configuration un of each hexahedral element and incor-

porated into the system of equations by using Kn = RnK0RT
n , but it is not applied

to the other matrices in (2). The rotation matrix in the undeformed configuration

equals the identity matrix and is updated when the system of linear equations yields

new positions at a time step. In contrary to hyperelastic approaches, the stiffness

matrix does not have to be recalculated for every time step, but is updated by multi-

plying the rotation matrices from both sides. Note that partially filled elements can

result in elevated computational costs when integrating for a recalculated matrix,

while the calculation of the rotation matrix and the multiplication on the stiffness

matrix from both sides is computationally cheap. Thus, the corotational approach is

particularly interesting for contexts where the speed of calculation matters, e.g. for

simulations in real-time. Moreover, the corotational approach combines nonlinear

characteristics with the simplicity of the stress-deformation relationship. However,

despite our choices for the corotational approach, we want to emphasize that the

IBM we propose is not limited to small strain problems.

Finally, we maintain the numerical stability by ignoring hexahedral elements

which are only partially inside the domain. For that, we remove elements where

the volume of the integration domain is under 5% of the volume of the hexahedral

element. Ignoring these elements has nearly no impact on the end result, improves

stability and leads to a slightly smaller system of linear equations.

In summary, the construction of the system matrices and thus the choice of the

integration method impacts the initialization time of our algorithm, while the corota-

tional approach reuses the system matrices in order to prevent such time consuming

procedures in every time step. To conclude, our method allows for

1. a fast initialization depending upon the number of edges in the high resolution

surface mesh, and

2. a fast and stable simulation that depends upon the size and the quality of the

linear system of equations which is based on the coarse simulation grid.
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3 Results

Here, we present the results of an implementation of our approach into the open

source framework SOFA [4]: First, we perform a convergence analysis that com-

pares our algorithm to the classical FEM in beam compression and bending scenar-

ios. Then, we apply the method to simulate a brain shift, a deformation of the brain

often observed during neurosurgery.

3.1 Cylinder compression and bending scenarios

To numerically compare our method against the classical FEM, we simulate the

compression and bending of beams under gravity while being fixed at one end.

The classical bending test results in a deflection, which requires a geometrically

nonlinear model of deformation. Thus this example shows one of the motivations to

use the corotational approach presented in the previous section.

We consider different cross sections (see figure 2): a circle and a cross section that

has convolutions that are similar to the the surface of a brain, see figure 4 bottom.

The beam cross sections of the compression example have a radius r = 0.06 m,

which is expanded l = 0.1 m in the length, while for the bending example we have

r = 0.02 m and l = 0.2 m. We choose a Young’s modulus of E = 3000 Pa and

a Poisson’s ratio of ν = 0.49 for the compression example and E = 1 MPa and

ν = 0.4 for the bending to represent deformations close to the application in a brain

shift.

We compare our method to the conventional FEM using tetrahedral elements, ob-

tained using the open source meshing library GMSH [5]. For tetrahedral elements

with four nodes, incompressible behaviour can yield stiff behaviour, called volumet-

ric locking [1]. Thus, we also compare to the conventional FEM using non-cuboid

irregular hexahedral elements in the compression example. Since, to the best of our

knowledge, available meshing algorithms can not provide hexahedral meshes, we

first mesh a circle with quadrilaterals using GMSH (see figure 3) and then extrude

them to hexahedral elements. To show the effect of regular partially filled elements,

we compare as well to a sparse regular hexahedral grid: Similarly to our idea, a

surfacic structure is overlaid by a regular grid and elements outside of the topol-

ogy are removed. Contrary to our approach, all elements are filled completely, even

elements that are filled only to a small part (see figure 4).

The different results are compared by computing the relative error d = | p̄ref,n −
p̄n|/|p̄ref,n − p̄0|, where | · | is the Euclidean norm, p̄ref,n is the reference beam tip

in the middle of the beam, and p̄n is the tip position for a given simulation after a

few simulation steps n (we use subscript 0 for the initial position). The points are

depicted as turquoise crosses in figure 2.

The compression example uses a reference solution composed of hexahedra

(40887 and 46242 degrees of freedom), while the bending example uses a tetra-

hedral reference solution (592899 and 514047 degrees of freedom). The high reso-

lution of the chosen reference solutions allows to neglect possible locking error. The



Detail-preserving biomechanical models 9

Fig. 2 Compression (top) and bending (bottom) example with different cross sections (left/right):

Top: Setup of the example in front (left) and top (right) view with the initial (grey) and final (red)

configuration of the beam and the point at which we measure the distance in turquoise; Bottom:

Convergence analysis, with the comparison of only the z values as dashed curves and the dashed

black line depicts a relative error of 2%.

Fig. 3 Cross section of the first example meshed with quadrilaterals of different resolutions.
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Fig. 4 Bending example: Several chosen resolutions of simulations with a regular hexahedral

topology, showing the two-dimensional cross section with the grid: for the sparse grid, all dis-

played elements are simulated as completely filled, while for the IBM green elements are deleted

(since they have less than 5% of the hexahedral volume) and boundary elements are partially filled.

results are summarized in a convergence analysis depicted in figure 2. As expected,

our approach yields a higher accuracy per degree of freedom than the existing ap-

proaches. For the complex geometry with the convolutions in the cross section, the

effect is amplified in the second example. When comparing to tetrahedral meshes,

our method is particularly interesting for a small number of degrees of freedom. The

convergence analysis of the compression example shows for our approach, that the

error in the z direction depicted as a dashed line and the relative error are approx-

imately the same. Thus, despite the potentially asymmetric (see figure 4) removal

of elements for the immersed boundary method, the impact on the complete mesh

stays reasonable low and the deformation is symmetric.

Example Degrees of freedom Factor Dofs IBM vs.

Tetrahedra Hexahedra IBM Tetrahedra Hexahedra

Compression − − 4956 − −
Compression with convolutions − 22892 4368 − 22892

4368
≈ 5.2

Compression - only z direction − 18984 4809 − 18984
4809

≈ 3.9

Compression with convolutions - only z direction 8363 22326 3578 8363
3578

≈ 2.3 22326
3578

≈ 6.2

Bending 15924 − 1969 15924
1969

≈ 8.1 −

Bending with convolutions 28871 − 5813 28871
5813

≈ 5 −

Table 1 Comparison of the number of degrees of freedom for an accuracy of 2%.

3.2 Brain shift simulation

In order to assess our method in the medical context, it has been applied to simulate

a brain deformation, frequently occuring after a craniotomy, see figure 5. The brain

surface mesh is highly detailed, with 88,580 triangles and 44,261 points, and con-

tains a lot of anatomical details due to the presence of sulci and gyri. The bounding

box of the surface mesh is then simply subdivided into a regular grid with 9, 11 and

11 points in each principal direction, resulting in a sparse grid with 675 nodes Pi.

Dirichlet boundary conditions are then applied to the actual surface (and not to the

nodes of the grid) as explained in section 2 and depicted in figure 5 (left). Other

interactions such as collision between the scull and the brain are disregarded. The

convolutions are in most cases inside one element or two neighboring elements that
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are connected, which allows to handle auto collisions without external algorithms,

iff the elements should not invert themselves. Since Dirichlet boundary conditions

in the standard FEM are applied to the nodes and not on a part of a face as in our

approach, no comparisons to existing approaches were performed. Using a Young’s

modulus E = 3000Pa, a Poisson’s ratio of 0.49 and a mass density of 1027kg/m3

the computation of the brain shift did not involve complex volumetric meshing and

has been performed using the damping parameters α = β = 0.1.

Fig. 5 Simulation of brain shift using a detailed surface mesh embedded into an hexahedral grid.

Boundary conditions are applied onto the exact surface, not the grid (left).

4 Conclusion and Perspectives

In this paper, we have introduced an adaptation of the Immersed Boundary Method,

generally used for fluid dynamics problems, to the context of patient-specific simu-

lation of soft tissue deformation. The benefit of our method over conventional Finite

Element Methods lies in the ability to handle complex geometries while using a reg-

ular, relatively coarse, hexahedral, unfitted mesh. In particular, no auxiliary mesh is

required. The complexity of the non-standard numerical integration over the cut

elements remains proportional to the number of surface elements. The number of

degrees of freedom and thus the size of the linear system in every time step is only

proportional to the number of coarse elements and independent of the number of

geometric features of the boundary. In contrast to the standard Finite Element ap-

proach, fixed displacement boundary conditions can be applied to the high resolu-

tion surface mesh and are propagated to the potentially coarse hexahedral simulation

mesh. These different advantages make the method a promising approach for build-

ing patient-specific coarse simulations in an automated way.

Yet, we believe this is only a first step towards a new way of constructing Fi-

nite Element simulations over complex domains defined in medical images. As the

underlying integration can deal with holes in the surface, the approach has the built-

in potential to compensate for incomplete surface reconstruction due to missing or

wrong data. This could make the method even more robust and adapted to medical

images. Furthermore, the fact that dynamic simulations are directly obtained from

surface meshes segmented from medical images and do not require dedicated volu-
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metric meshing techniques could make the method a very valuable and user-friendly

tool in the context of medical simulation.
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Abstract    

We present a flux-conservative finite difference (FCFD) scheme for solving the 
nonlinear (bio)heat transfer in living tissue. The proposed scheme deals with steep 
gradients in the material properties for malignant and healthy tissues. The method 
applies directly on the raw medical image data without the need for sophisticated 
image analysis algorithms to define the interface between tumour and healthy 
tissues.  

We extend the classical finite difference (FD) method to cases with high 
discontinuities in the material properties. We apply meshless kernels, widely used 
in Smoothed Particle Hydrodynamics (SPH) method, to approximate properties in 
the off-grid points introduced by the flux conservative differential operators. The 
meshless kernels can accurately capture the steep gradients and provide accurate 
approximations. We solve the governing equations by using an explicit solver. 
The relatively small time-step applied is counterbalanced by the small 
computation effort required at each time step of the proposed scheme. The FCFD 
method can accurately compute the numerical solution of the bioheat equation 
even when noise from the image acquisition is present.    

Results highlight the applicability of the method and its ability to solve tumor 
ablation simulations directly on the raw image data, without the need to define the 
interface between malignant and healthy tissues (segmentation) or meshing.  

Keywords: Flux-Conservative Finite Difference, Tumor Ablation, Bioheat 
Equation, Meshless Method 
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Introduction 
  
   Image-guided thermal ablation is a minimally invasive treatment of localized 
solid tumors. Energy sources, like radiofrequency ablation (RFA), microwaves 
(MW), high-intensity focused ultrasound (HIFU) and light amplification by 
stimulated emission of radiation (LASER), deliver thermal energy to cancerous 
lesions. Exposure to heat may render cancer cells more sensitive to radiation or 
even directly attack cancer cells that show reduced sensitivity to radiation [1,2]. 

Tumor ablation simulations are based on the Pennes bioheat equation [3]. 
Herein, we present a flux conservative finite difference method (FCFD) [4 and 
references therein], which deals efficiently with high discontinuities in the 
material properties of the tumor and the healthy tissue when solving Pennes 
equation. During ablation, the material properties are continuously changing and, 
in some cases, steep gradients occur. The well-established mesh based methods 
cannot easily deal with sharp interfaces [5], as they work efficiently only for 
interface conforming meshes. When the mesh does not conform to the interface 
(cross the interface), mesh based methods fail to provide accurate numerical 
results for the bioheat equation. Finite difference (FD) methods treat 
inhomogeneous material properties without any information about the interface. 
They can be applied directly on a Cartesian grid. Consequently, there is no need 
for an explicit representation of the interface in the model.  

The proposed FCFD scheme can be incorporated into an integrated feedback 
control system, that integrates computer models with field measurement systems 
(e.g. Thermal MRI (TMRI), Ultrasound (US)) to allow near-real-time calibration 
of the models. These integrated systems can provide predictive guidance and 
control of medical procedures using medical image modalities already available in 
the operating theatre. Furthermore, the absence of mesh generation drastically 
decreases the computational burden and provides avenues for a real-time in-situ 
treatment planning system. The solution method developed in this work employs a 
flux-conservative finite difference scheme to solve the nonlinear bioheat 
equations. The scheme uses a Cartesian grid obtained directly from DICOM image 
data and, therefore, it can be used directly with magnetic resonance thermal 
imaging. In this paper, we examine the accuracy of the FCFD scheme against a 
solution method that takes into account the interface between different materials. 
Furthermore, we show the applicability of the method on realistic image data and 
examine the computational cost by considering 2D and 3D examples.  

The outline of the paper is as follows. In the Methods Section, we present an 
overview the governing flow equations and discuss the flux-conservative finite 
difference discretization and the meshless interpolation scheme employed to 
approximate material properties when computing the heat fluxes. We demonstrate 
the accuracy and the robustness of the proposed scheme in the Results Section.  
We summarize the results of using the flux-conservative FD formulation for 
solving the bioheat equation in the Conclusions Section. 
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Methods 

Governing Equations  

The most popular bioheat equation for modeling thermal therapies is the Pennes 
bioheat equation, which accounts for blood perfusion and metabolic heat 
generation [3]. 

𝜌𝑐
𝜕𝑇
𝜕𝑡

= 𝛁 𝑘 𝒙, 𝑇 𝛁𝑇 + 𝜔-𝜌-𝑐- 𝑇. − 𝑇 + 𝑄1 + 𝑄2 𝒙, 𝑡  (1) 

with 𝜌 (kg/m3) being the mass density, c [J/(kg K)] the specific heat capacity, k 
[W/(m K)] the tissue (healthy and malignant) thermal conductivity, and ωb [kg/(m3 
s)], ρb (kg/m3), and cb [J/(kg K)] represent blood perfusion, density, and specific 
heat of blood, respectively. Ta(K) is the arterial temperature which is treated here 
as constant, and T(x,t) is the local tissue temperature. Qm (W/m3) is the metabolic 
heat generation, and Qr(x,t) (W/m3) is the spatial heating rate that is provided by 
an external heat source. The governing equations represent heat conduction in the 
tissue, caused by the temperature gradient, and heat transfer between the tissue 
matrix and local microcirculation.  

The majority of bioheat models use the Pennes bioheat equation, which is 
based on the classical Fourier law and accounts for blood flow through a 
temperature-dependent heat source term. The Pennes equation cannot capture 
accurately the effects of large blood vessels. Possible solutions to account for the 
heat sink caused by large blood vessels would be either to specify an effective 
convective heat transfer coefficient along the vessel surface or include a complex 
relationship between blood flow dynamics in the vessel and transient temperature. 
However, it is widely accepted that even without application of these solutions, 
the Pennes equation remains a remarkably effective method for modeling heat 
transfer in tissue during thermal ablation [3]. 

Pennes equation neglects certain physical phenomena that take place during 
thermal ablation, mainly water evaporation and thermal tissue damage. 
Experimental and clinical observations suggest that heating to high temperatures 
initiates partial evaporation of tissue water [6, 7]. In fact, the entire process of 
water evaporation, water vapor diffusion, and condensation is a process of water 
and energy redistribution and is as significant as direct thermal conduction. These 
processes may become dominant for tissue temperature approaching 100oC. The 
bioheat equation can be extended to incorporate these phenomena. The power 
density that is used for evaporation is related to the change in water content of 
tissue as follows 

𝑄3 = −𝛽
𝜕𝑊
𝜕𝑡
			 (2) 
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where 𝛽 is the water latent heat constant, equal to 2260 kJ/kg, and W is the tissue 
water density (kg/m3), which is a function of temperature. By using the chain rule, 
the time derivative of W is 

𝜕𝑊
𝜕𝑡

=
𝑑𝑊
𝑑𝑇

𝜕𝑇
𝜕𝑡

 (3) 

Substituting this in Eq. (2) yields 

𝑄3 = −𝛽
𝑑𝑊
𝑑𝑇

𝜕𝑇
𝜕𝑡

 (4) 

By including temperature dependent thermal properties and the effect of water 
evaporation, the extended bioheat equation becomes 

𝜌 𝑇
𝑑𝑐
𝑑𝑇

𝑇 +
𝑑𝜌
𝑑𝑇

𝑐 𝑇 𝑇 + 𝜌 𝑇 𝑐 𝑇 − 𝛽
𝑑𝑊
𝑑𝑇

𝜕𝑇
𝜕𝑡

= 𝛁 𝑘 𝒙, 𝑇 𝛁𝑇 + 𝜔-𝜌-𝑐- 𝑇. − 𝑇 + 𝑄1 + 𝑄2 
(5) 

One of the important challenges in ablation treatment is determining and 
controlling the amount of tissue damaged during ablation. Several theoretical 
models have been proposed over the last few years to address this challenge [8]. 
Measurements have shown that blood perfusion in response to elevated 
temperature is a complex function of both temperature and time [9, 10]. Moreover, 
because of differences in the vasculature of tumor, blood perfusion within the 
tumor is probably quite different from that of normal tissue [11]. Taking these 
aspects into consideration, tissue thermal damage due to temperature elevations in 
the tissue over a threshold value for a given time can be described by an 
Arrhenius-type equation [12]: 

Ω = 𝑃𝑒;
<3

=> 𝒙,?
?

@
𝑑𝑡 (6) 

where Ω is a measure of the extent of thermal damage to the tissue, P is a material 
dependent proportionality constant, Δ𝐸 is the material activation energy, and R is 
the universal gas constant. The undamaged and damaged fractions of the tissue 
can be written as fu=e-𝜴 and fd=1-fu, respectively. Some of the parameters in the 
extended bioheat equation can be considered as functions of tissue damage. 

Numerical Solution of The Bioheat Equation  

Flux-Conservative Finite Difference Scheme  

Solving numerically heat conduction in heterogeneous media that include both 
malignant and healthy tissue is a computationally demanding problem due to the 
inherent nonlinearity. The identification of different regions and the precise 
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handling of interfaces require tedious mathematical treatment, mainly for the 
nonlinear terms and heterogeneities in the material properties, which complicate 
the solution of the heat conduction problem [13]. The typically used methodology 
requires the creation of conforming meshes between regions of different 
conductivity and the calculation of local normal vectors at the tumor/tissue 
interface, which tends to be a cumbersome for complicated geometries [13].  

We propose the flux-conservative finite difference (FCFD) method as a 
suitable numerical method to solve extended bioheat equation. FCFD method 
works efficiently on Cartesian grids (that can be directly obtained from DICOM 
images), and computes the nonlinear convective term 𝛁 𝑘 𝒙, 𝑇 𝛁𝑇  by applying a 
flux-conservative scheme. This scheme computes spatial derivatives for the 
temperature field using the stencil defined in Fig. 1.  
 

         
                     (a)                                                                 (b) 

Fig. 1. The stencil configuration used in the flux-conservative finite difference method for (a) 2D 
and (b) 3D geometry.  

This is identical to the classical FD stencil, with the only difference that in the 
stencils defined in Fig. 1 fluxes in the fictitious grid points ((i+1/2,j), (i-1/2,j), 
(i,j+1/2), (i,j+1/2)) are preserved. Flux-conservative finite-difference 
discretization should be used in cases when the bioheat equation contains a 
variable thermal conductivity. Computation of the convective term at the grid 
points ((i,j), (i-1,j), (i,j+1), (i,j+1), (i,j-1)) will lead to an erroneous non-
conservative FD formulation. Application of classical (non-conservative) FD 
stencil by directly applying the chain rule to compute the spatial derivatives of the 
convective term will lead to incorrect calculation of thermal fluxes. Therefore, we 
use flux-conservative FD treatment of bioheat equation, with the nonlinear 
convection term ∇ k∇T  written as: 

𝛁 𝑘𝛁𝑇 =
𝜕
𝜕𝑥1

𝑘
𝜕𝑇
𝜕𝑥1

 (7) 
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with m=(x,y,z) and using the Einstein summation convention. By using the flux 
conservative approach, the terms at the central node (i,j) of the stencil shown in 
Fig.1 can be written (for the x coordinate) as 

𝜕
𝜕𝑥

𝑘
𝜕𝑇
𝜕𝑥

=
𝑘 HIJ/L,M

𝜕𝑇
𝜕𝑥 HIJ/L,M

− 𝑘 H;J/L,M
𝜕𝑇
𝜕𝑥 H;J/L,M

Δ𝑥
 

(8) 

and, by computing the derivative terms based on the Cartesian grid nodes, can be 
written as 

𝜕
𝜕𝑥

𝑘
𝜕𝑇
𝜕𝑥

=
𝑘 H;J/L,M

Δ𝑥 L 𝑇 H;J,M −
𝑘 H;J/L,M + 𝑘 HIJ/L,M

Δ𝑥 L 𝑇 H,M

+
𝑘 HIJ/L,M

Δ𝑥 L 𝑇 HIJ,M  

(9) 

After obtaining the terms for the y- and z- coordinates in the same manner, we 
can compute the nonlinear convective term in the bioheat equation using Eq. 7. 
Note that we have to use thermal conductivity values k(i-1/2,j), k(i+1/2,j), k(i,j-1/2) and 
k(I,j+1/2) for the additional nodes where the heat fluxes are defined. If these values 
are unknown, they can be computed by e.g. arithmetic averaging of known 
thermal conductivities on the grid nodes or by using the harmonic average. The 
former applies for the k(i+1/2,j) conductivity as 

𝑘 HIJ/L,M =
𝑘 HIJ,M + 𝑘 H,M

2
 (10) 

while the latter is written as 

𝑘 HIJ/L,M =
2𝑘 HIJ,M 𝑘 H,M

𝑘 HIJ,M + 𝑘 H,M
 (11) 

These two approaches, despite their success in delivering reliable results, may 
result in decreased accuracy of the numerical solution when steep gradients in 
material properties (higher than 6 orders of magnitude) are present. This is 
because only the two nodes adjacent to the fictitious point are used in the 
computation, disregarding all the other nodes in the close vicinity.  

Meshless methods are numerical methods initiated two decades ago, which use 
sophisticated techniques to approximate unknown field functions in point clouds. 
In the following subsection, we briefly describe the meshless method used to 
approximate the thermal conductivity at the fictitious points defined in the FCFD 
stencils.   

Meshless Approximation Methods  

A number of interpolating/approximating methods are described in the 
meshless literature [14, 15]. Among them, the most widely used are the Moving 
Least Squares (MLS) [16], Modified Moving Least Squares (MMLS) [17], Radial 
Basis Functions (RBF) [15], Discretization Corrected Particle Strength Exchange 
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(DC PSE) [18] and Smoothed Particle Hydrodynamics (SPH) [14]. Each one of 
these approximation methods can be used for projecting field values from markers 
to Eulerian grid nodes. In our approach, we are using SPH kernels, due to their 
simplicity and low computational cost (there is no need to construct and 
numerically invert a matrix when computing the shape functions).  

In the context of kernel-based interpolation, any function A(x) is approximated 
by an integral: 

𝐴 𝒙 ≈ 𝐴 𝒙 𝑊 | 𝒙 − 𝒙R |, ℎ 𝑑𝒙R (12) 

where 𝑊 is the weighting function (or kernel) and h is the smoothing length. 
Based on the above continuum approximation, a discrete approximation can be 
obtained as: 

𝐴 𝒙 ≈ 𝐴H𝑊 | 𝒙 − 𝒙H |, ℎ
H

 (13) 

with Ai being the values of the function A(x) at discrete points xi and the 
summation being over particles i located in the support domain of the kernel 
function. The accuracy of the approximation scheme depends on the choice of the 
weighting function, which is a normalized function, positively defined, with 
compact support and monotonically decreasing with increasing distance from the 
node with coordinate x. Among a variety of possible kernels, we use in our 
simulations the quadratic kernel   

𝑊 𝑟, ℎ = 𝑎V
3
16
𝑞L −

3
4
𝑞 +

3
4
,				0 ≤ 𝑞 ≤ 2 (14) 

with q being the normalized distance q=r/h and aQ the dimension-dependent 
normalization constant.  

Results 

Code verification 
 
To verify the accuracy of the proposed scheme, the Pennes equation (Eq. (1)) is 
numerically solved on a rectangular region with dimensions 2L (L=0.05 m), with a 
square tumor of size L/4 located at the center of the region, as shown in Figure 2a. 
The physical properties of tissues are realistic, with the thermal conductivity for 
the healthy tissue given as kHT=0.5 W/(m K) and for the tumor kT=10 W/(m K), the 
density of the tumor and healthy tissue ρHT=ρT=1052 kg/m3, heat capacity cp=3800 
J/(kg K), blood perfusion for the healthy tissue ωHT=0.0001 s-1 and for the tumor 
ωbT=0.01 s-1, metabolic Qm=4000 W/m3, and a heating source Qr=100t W/m3 that 
covers this region. At the boundaries, h=20 W/(m2 K), Tf=20oC, and Ta=37oC [12]. 
The time step is set to dt=1 s, and the initial temperature distribution is obtained 
from the steady state solution [13].  The heating source form used is arbitrarily 
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chosen; the only purpose is to validate the applicability of the proposed scheme to 
cases with time-dependent heat sources. The domain has been discretized using 
100x50 equally spaced nodes. 

Figure 2b presents the transient temperature profiles along the line x=0. The 
results are compared with the ones obtained using the meshless point collocation 
method [13], which takes into account the boundary between tumor and healthy 
tissue. The results obtained using the two methods are in excellent agreement. 

 

      
                     (a)                                                                 (b) 

Fig. 2. (a) Geometry and boundary conditions used in the verification study and (b) transient 
temperature profiles for the verification test case along the line y=0 using the proposed flux-
conservative finite difference scheme combined with the meshless approximation method 
(results are compared against the meshless point collocation method [12], which takes into 
account the boundary between tumor and healthy tissue) 

Example 1: 2D computation of temperature distribution within soft tissue using 
image data 
 
The next case study considers a random conductivity field with different mean 
values for the tumor and healthy tissue, similar to the ones obtained from noisy 
medical images. Using the same problem setup as in the previous example, the 
conductivity in each region is assigned values that are randomly sampled from a 
uniform distribution with mean values of kHT=0.5 W/(m K) and kT=10 W/(m K) for 
the healthy tissue and the tumor, respectively, and a variation interval of 10% in 
both cases. Such data is similar to actual data from medical DICOM images, such 
as thermal MRI scans, and brings out the frequent, practical problem of a 
relatively uncertain definition of the precise border between the pathological and 
healthy parts of the tissue. A gray-scale representation of the conductivity field is 
shown in Fig. 3a.  

We solve the bioheat equation using the flux-conservative finite different 
solver, without the need to define the interface between the healthy tissue and the 
tumor. The temperature profile along the midline (x=0) is in excellent agreement 
with that computed in the previous example, which assumes that the conductivity 
in each region is uniform and equal to the mean value that was prescribed here. 
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                     (a)                                                                 (b) 

Fig. 3. (a) Gray-scale representation of the random conductivity field with kHT=0.5 W/(m K) and 
kT=10 W/(m K), uniform distributed within a 10% variation interval. (b) Transient temperature 
profiles for the verification test case along the line x=0 using the flux-conservative finite 
difference scheme 

 
Example 2: 3D computation of temperature distribution within soft tissue 

 
We solve the extended bioheat equation in 3D, accounting for water 

evaporation and tissue damage and considering temperature dependence of all 
major physical and thermal properties of the tissue (malignant and healthy). Given 
small changes in density and conductivity, the first two terms in the left-hand side 
in Eq. (7) can be neglected [19] and the bioheat equation becomes: 

𝜌 𝑇 𝑐 𝑇 − 𝛽
𝑑𝑊
𝑑𝑇

𝜕𝑇
𝜕𝑡

= 𝛁 𝑘 𝒙, 𝑇 𝛁𝑇 + 𝜔-𝜌-𝑐- 𝑇. − 𝑇 + 𝑄1 + 𝑄2 (15) 

The dependence of the tissue water content on temperature is obtained by 
fitting experimental data, to obtain an empirical function [19]: 

𝑤 𝑇 =
0.728 + 8.48𝑒;L

>;JLb.Lcd
Jd.dbe

f

𝑇 ≤ 103

0.024 +
4.531

1 + 𝑒
>;b@.Jhb
Lc.@JL

f 𝑇 > 103
 (16) 

Dynamic changes in blood perfusion rate with temperature and tissue damage 
are included in the model as 

𝜔- 𝑇, Ω = 𝜔-@𝑓>𝑓k (17) 

where ωb0 is the constitutive perfusion rate and fu=1−fT, with fT being a 
dimensionless function that accounts for vessel dilation at slightly elevated 
temperatures, which can be approximated as  

𝑓> =
4 + 0.6 𝑇 − 42°C 37°C ≤ 𝑇 < 42°C

4 𝑇 > 42°C
 (18) 

We solve the extended bioheat equation numerically using the FCFD method 
over a cubical geometry of length L=0.02 m and assuming adiabatic boundary 
conditions at all six faces. A heat source of finite volume is placed at the middle of 
a circular tumour of radius 0.002 m.  
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(a) (b) 

Fig. 4. Temperature isocontour values (T=65oC) plots at (a) 600 s and (b) 1800 s obtained by 
using the flux-conservative finite difference scheme. The heat source is placed in the center of 
the tumor located in the cube center. 

The symmetrical geometry setup used facilitates the imposition of thermal 
boundary conditions. The length of the surrounding tissue has to be large enough 
compared to the dimensions of the tumor and sufficiently far from the heat source 
in order for the imposed boundary conditions to accurately describe the actual 
phenomena. We solve the governing equations for a time of 1800 s, applying a 
uniform heat source of Qr=750 MW m−3. Initially, the temperature is set to 𝑇@ =
37°C for the entire spatial domain. The material properties are the same as the 
ones used in reference [19]. Figure 4 shows the isocontour value for T=65oC, 
obtained using the proposed scheme FCFD method, at different time steps of the 
ablation treatment. 
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Conclusions 

In the present study, we present a flux-conservative finite difference scheme 
combined with a meshless approximation method to solve transient bioheat 
transfer problems using a Eulerian-type approximation. The bioheat equation was 
extended to account for water evaporation, tissue damage, and temperature-
dependent properties. Using this formulation, one can circumvent the need for 
segmenting the problem domain in order to define the precise interface between 
healthy tissues and tumor. This simplifies the treatment of parameter 
discontinuities in the model.  

We illustrate the applicability of the proposed method using typical examples 
that appear in therapeutic treatments, such as ablation of a tumor surrounded by 
healthy tissues, in two and three dimensions. Comparison of numerical results 
obtained with other numerical methods, which take into consideration the 
interface between tissues, showed that the method provides excellent predictions 
of the temperature profile, both in tumors and in the healthy parts of the tissue, 
when directly using the image as a model. 
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Abstract. Cardiovascular diseases are a common cause of death. Symptoms of car-
diovascular disease often arise at a stage of the disease where treatments are inef-
fective. Hence, methods that can help early diagnosis of heart problems are essential 
for preventing heart failure. Assessing the shape of the carotid artery waveforms is 
one of the methods that clinicians use to diagnose heart and valvular diseases, such 
as hypertrophic obstructive cardiomyopathy, aortic stenosis, and aortic 
regurgitation. The carotid artery waveforms may be estimated using pulsed-Doppler 
ultrasound devices, or quantified using catheterisation. However, both of these so-
lutions have limitations. Currently, among available solutions, there is no inexpen-
sive, non-invasive objective method, or diagnostic tool for estimating or quantifying 
the carotid waveforms. To address these limitations, we have designed a portable 
non-contact camera-based device to quantify the carotid arterial waveforms. The 
proposed device calculates the vessel-induced deformation of skin from videos 
taken from the neck to estimate the carotid artery pressure waveforms. This device 
takes advantage of our precise and sensitive subpixel image registration algorithm 
to measure skin deformations from sequential frames of the videos. The skin 
deformations obtained using our device were compared against a laser displacement 
measurement device with a resolution of 0.2 µm, and a correlation score of 0.95 
was achieved for five subjects.  
The carotid artery waveforms measured using this device can provide beneficial 
information for early detection of heart disease. Furthermore, the data gathered us-
ing this device can be used to develop computational models of the carotid artery 
and/or the cardiac systolic and diastolic phases. 
 
Keywords: Carotid artery, pressure, deformation, subpixel image registration 

1. Introduction 

Cardiovascular disease causes 31.5 % of all deaths — more than twice the 
number caused by cancer [1]. The heart pumps blood through arterial vessels to 



deliver oxygen and nutrients to tissue, and blood returns to the heart via venous 
vessels. The examination of pressure within blood vessels can give clinicians an 
indication of the status of the heart. The pressure wave travels quickly in the arterial 
tree with each contraction of the heart, at a rate far faster than the blood flow itself. 
While peripheral arteries are not suitable for detecting related pathological 
waveforms of the cardiac systolic and diastolic phases, the carotid artery and the 
jugular vein can be of great use to clinicians to detect heart problems as they are 
situated close to the heart [2]. The pressure in the carotid artery is an important 
measure, as it can indicate to clinicians some of the heart problems, such as 
hypotension, hypertension, aortic valve stenosis, aortic valve regurgitation, and 
hypertrophic obstructive cardiomyopathy [3]. 

Pulsed-Doppler ultrasound devices have often been used to estimate the shape of 
the pressure and flow waveforms in the vessels, and thereby reveal abnormalities in 
the cardiovascular system. The changes in the internal diameter are closely related 
to the pressure in the artery and can be estimated using, for example, ultrasound 
images. The shape of the carotid blood pressure waveform in normal subjects has 
two peaks.  Fig. 1:  shows the blood flow waveforms caused by the carotid artery 
and arterial diameter changes in a healthy male subject measured by Soleimani et 
al. [4]. Variations of the carotid arterial waveforms from its normal shape (Fig. 1: ) 
can be a sign of heart disease. For instance, in patients with hypertrophic obstructive 
cardiomyopathy (HCM) [5], there is a rapid upstroke to the first peak and a slower 
rise to the second peak of the arterial pressure waveform [6] (HCM is a relatively 
common cardiac disease which affects 1 out of 500 in the general population [7]). 
Furthermore, examination of the waveform can help with the diagnosis of valvular 
heart disease, such as aortic stenosis and aortic regurgitation. Measurement of the 
carotid blood flow waveforms is thus an important clinical procedure. Moreover, 
the carotid arterial waveform and pressure data provides useful information for 
modelling and predicting the heart function [8, 9]. 

 
Fig. 1: Superposition of the blood flow waveform and arterial diameter changes caused by the 
carotid arterial pulse in a healthy male subject measured by Soleimani et al. [4]. 



The use of pulsed-Doppler ultrasound devices to measure blood flow and 
pressure waveforms has several limitations. For instance, such devices are 
expensive, should be used by specialists (i.e. cannot usually be operated by general 
practitioners), and the operation of ultrasound devices is difficult to master. In 
addition, since it is necessary to press the ultrasound probe against the neck to obtain 
images, the applied force may alter the amplitude of the pressure/flow waveforms. 
Inter-operator repeatability is thus another issue with contact devices. Operators 
may place the probes on different areas of the neck, with inconsistent levels of 
pressure. Achieving repeatable results generally requires clinical operators who 
have been specially trained and frequently use such devices [10]. A further 
limitation of contact devices is the discomfort of the patient as the device is pressed 
against the neck [11]. 

To address some of the limitations of pulsed-Doppler ultrasound devices, Al-
meida et al. [12] proposed a piezoelectric probe that could measure the carotid 
waveforms. The probe is directly strapped over the neck adjacent to the carotid 
artery to measure waveforms. This device also applies pressure to the neck that may 
alter the waveforms by distorting features of the waveform. Furthermore, the output 
waveform may be significantly affected by patient movement. 

Amelard et al. [13] recently developed a non-contact imaging device for 
measuring the carotid artery and the jugular vein pressure waveforms. This device 
is a photoplethysmographic (PPG) imaging system that uses infrared light to 
illuminate the neck and a camera with an infrared filter. In this method, the videos 
taken of the subjects were post-processed to obtain pulsatile flow waveforms. Each 
frame was divided into 5 mm by 5 mm regions, and the pixel intensities in these 
regions were averaged. The changes in pixel intensities over time were used to 
generate a reflected illumination signal.  The light absorbance was calculated from 
the reflected signal using the Beer-Lambert law [14], and a detrending method 
developed by Tarvainen et al. [15] was employed to remove environmental 
illumination variations. Waveforms of the absorbance over time for each region 
were analysed to find waveforms of pulsatile blood flow (flow with a periodic 
variation). It was hypothesised that pulsatile flow waveforms with a strong positive 
correlation (r = 0.85 ± 0.08) with the finger PPG waveform were carotid arterial 
pulse waveforms, and waveforms that had a strong negative correlation (r = -0.73 
± 0.17) with the finger PPG waveform were jugular venous pulse waveforms. For 
validation, after the videos were taken, ultrasound was used to spatially locate the 
carotid artery and jugular vein. The locations of the vessels were compared to the 
locations in which the strongest correlated pulsatile flows were present. 

The major limitation of the approach of Amelard et al. [13] is the requirement of 
the additional finger PPG measurement, as it was used not only for validation, but 
also for comparison to the absorbance waveforms to identify if they were arterial or 
venous waveforms. No other methods were suggested for independent identification 
of the waveforms. The finger PPG signal, used regularly in clinical environments, 
does not contain all the information/features that are present in the carotid pulse 
waveform due to the peripheral nature of the finger PPG recording. For example, 
the reflected wave, the timing of which can change with changes in arterial stiffness, 
is not present in the finger PPG waveform [11]. 



We have designed a portable camera-based device to quantify, non-invasively, 
the carotid arterial waveforms, thereby addressing many of the limitations of current 
techniques and devices. Our method takes advantage of our precise and sensitive 
subpixel image registration algorithm that uses phase-based Savitzky-Golay 
gradient-correlation (P-SG-GC) [16]. The P-SG-GC algorithm has been previously 
used to measure skin deformations using only intrinsic skin surface features [17]. 
In this method, we process video recordings of the skin of a subject’s neck, using 
the P-SG-GC algorithm to quantify the deformation of intrinsic skin features caused 
by the pulsatile flow of blood through the underlying vessels. The relative 
movement of the subject or the camera was corrected using a motion correction 
method proposed in [18] to calculate the vessel-induced deformation of skin. In this 
way, we quantify the skin deformation over time to produce a waveform that relates 
to the pressure pulse waveform of the carotid artery. 

2. Method 

The device consists of a Flea 3 USB3 camera (FL3-U3-13Y3M-C) to capture 
video recordings of the neck, a light emitting diode (LED) to provide illumination, 
a custom-built camera rig to hold the camera and the LED, an electrocardiogram 
(ECG) recording device, and a laser displacement sensor for validation of the data. 
The camera rig was designed using SolidWorks and constructed from poly(methyl 
methacrylate). Although the rig was primarily designed to maintain the position of 
the light source and camera throughout the recording, other factors such as ease-of-
use, straightforward adjustment of camera and light source position between 
subjects, and portability were considered in the design.  

Five healthy subjects were selected for the tests. The location of the carotid artery 
on subject’s neck was visually detected, and videos were captured from this selected 
location at 90 frames per second (fps) with a resolution of 1280 pixel × 1024 pixel. 
The camera system was synchronised with a 3-lead chest ECG recording (9 kHz). 
The ECG signals and video recordings of the skin displacements of neck caused by 
the carotid artery were thus recorded at the same time.  

The P-SG-GC algorithm [16] was used to compare each frame of the captured 
video to the first reference frame to determine skin deformations. Each frame was 
divided into subimages of 64 pixel × 64 pixel with an overlap of 49 pixel between 
subimages. The subimage size and comparatively large overlap between subimages 
enabled measurement of localised deformations of the skin caused by the carotid 
pulse wave. A control point was defined at the centre of each subimage, and the 
locations of all control points were tracked and used to determine the average 
displacements of the subimages between frames.  

Prior to calculating the vessel-induced deformation of the skin from 
displacements of the control points, the relative movements of the subjects were 
corrected in each of the subimages using the motion correction method proposed in 
[18]. 128 pixel × 128 pixel subimages with an overlap of 64 pixel were selected for 
the motion correction algorithm. This larger subimage size and comparatively small 



overlap enabled large rigid movements to be calculated while avoiding being 
confounded by the movement caused by the carotid pulse wave. 

After correcting the motion artifacts, magnitudes of the displacements of 
subimages were calculated for each frame (with reference to the first frame), and 
were plotted over time to produce a waveform of skin deformation. A laser 
displacement measurement sensor (LC-2400A Keyence laser displacement meter, 
and LC-2440 laser displacement head) was used to validate the displacement 
measurements of our device. The laser displacement sensor simultaneously 
recorded the displacement data from the same location of the neck that was recorded 
by the camera in our device. The laser displacement sensor had a resolution of 
0.2 µm and was placed at a distance of approximately 20 mm from each subject’s 
neck, to measure skin displacements normal to the surface. The camera was placed 
at 90° to the laser sensor, so that the skin deformation could be seen in the horizontal 
plane. However, the bright red laser point of the displacement sensor caused 
intensity saturations across the region of interest (ROI) in the camera images. Since 
the P-SG-GC algorithm [16] estimates deformations based on the intensity values, 
intensity saturations reduce its accuracy. To avoid intensity saturations in the 
images, a green band-pass filter with a centre wavelength of 526 nm was placed on 
the camera and the skin was illuminated with a green LED of wavelength 525 nm. 

In order to determine the similarity between laser displacement measurements 
and displacements calculated using our device, the two measurements were 
normalised, and the correlation score (𝑟",$) (Pearson’s correlation coefficient) was 
calculated between the waveforms using Equation 1 [19].  

 𝑟",$ =
𝑛( 𝑥)𝑦)) − ( 𝑥))	( 𝑦))

[𝑛 𝑥)/ − ( 𝑥))
/][𝑛 𝑦)/ − ( 𝑦))

/]
			 (1) 

where 𝑟𝑥,𝑦 is the cross correlation score, 𝑥𝑖 and 𝑦𝑖	are the signal values at time-step 
i, and n is the number of time steps. 

3. Results and discussion 

Our device is shown in Fig. 2 (a) The proposed device. (b) Using the device to 
record the carotid artery waveforms in a subject(a). The camera rig of this device 
has a backboard for the subject to lie on. It has adjustable arms that allow movement 
of the camera to adjust for people with different neck sizes. The LED illuminates 
the skin on the neck of the subject, powered by a DC power supply. Subjects were 
sitting at an angle of 45° when imaging the carotid pulse waveforms (Fig. 2 (a) The 
proposed device. (b) Using the device to record the carotid artery waveforms in a 
subject(b)) because clinicians usually conduct normal manual examinations at this 
angle.   

 



 

(a)                                                  (b) 
Fig. 2 (a) The proposed device. (b) Using the device to record the carotid artery waveforms in a 
subject in a subject.   

Fig. 1 illustrates the subimage size, the overlap between two subimages, and the 
control points of the subimages within the region of interest (ROI) of a sample 
captured image for measuring the carotid artery deformations in one of the subjects. 
As can be seen in Fig. 1, no extrinsic features were applied to the skin.  

Error! Reference source not found. shows the ROI that was used for the vali-
dation of the displacement measurement of our device using the laser displacement 
sensor. The green band-pass filter significantly decreased the saturation effects of 
the laser displacement sensor in the captured images, and only a small bright point 
is evident from the laser. The yellow circle is the ROI selected for performing dis-
placement measurements using the proposed device, and the small bright point is 
where the displacements were measured using the laser displacement measurement 
device. 

 

 
Fig. 1: The ROI of measuring the carotid artery deformations in one of the subjects. The subimage 
size, the overlap between two subimages, and the control points of subimages are shown on the 
image. 
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Fig. 4: The small bright spot shows the laser displacement pointer in the camera images. The 

green band-pass filter removed most of the saturation effects. The yellow circle is the ROI se-
lected for performing displacement measurement using the proposed device. 

A sample carotid artery waveform measured using the laser displacement 
measurement device, and a waveform measured using our camera-based device is 
illustrated in Error! Reference source not found.. As shown in Error! Reference 
source not found., the two measurements were very similar. The overall correlation 
score (Equation 1) between the measurements of the laser measurement device and 
the proposed device in the five subjects of this study was 𝑟"$ = 0.955 ± 0.018, which 
indicates a high degree of similarity between the displacement measurements of the 
proposed device and the laser measurement device. 

Error! Reference source not found. shows arterial waveforms measured in one 
of the subjects synchronised with the ECG signal. The waveforms were compared 
to the ECG signal to validate that the features were occurring at the right time during 
the cardiac cycle. The normal shape of the carotid artery has two peaks (Fig. 1: ), 
with the largest peak occurring after the QRS complex in the ECG. This was in 
agreement with the measurements of the proposed device for healthy subjects of 
this study (Error! Reference source not found.). 

 



 
Fig. 5: One sample measured carotid artery waveforms using the device and the laser displacement 
measurement sensor. The overall cross-correlation score between the measurements of the laser 
measurement device and the proposed device in the five subjects of this study was 𝒓𝒙,𝒚 = 0.9546 
± 0.0184. 

 
Fig. 6: One sample measured carotid artery waveforms using the device synchronised with the 
ECG signal. 



4. Discussion and Conclusion 

The current clinical methods of measuring the carotid waveforms either require 
invasive catheterisation or do not use an objective form of quantification. In 
contrast, our device is both non-invasive and non-contact, and can precisely and 
robustly measure the skin deformation caused directly by the pressure pulse 
waveforms. Since the device is non-contact, there is no force exerted on the vessels, 
and hence the measurements are not influenced by compression as they might be, 
for example, using ultrasound imaging. The displacement measurement provided 
by our device was tested against a laser displacement sensor with a resolution of 
0.2 µm, and this resulted in a correlation score of 0.95 for five subjects. The 
measured waveforms of the carotid pulse were in good agreement with their 
expected shape in healthy subjects (Error! Reference source not found.).  

Although the displacement waveforms show the distinct features that are present 
in the arterial pressure waveforms as reported in the literature, it is not possible to 
determine the intra-vascular pressure accurately. Such estimates would require 
knowledge of the mechanical properties of the surrounding tissues, such as the 
dermis, that lie between the epidermis and the arterial wall [11]. The displacement 
waveforms are also influenced by some other factors, such as the thickness of 
intermediate tissues of the subject in question and boundary conditions. The 
measured displacement vectors thus will not be identical to the pressure waveforms. 
Although it is unlikely that these factors alter the shape and timing of the pressure-
induced skin deformation waveforms, their effects are yet to be determined.  

In future work, the device will be tested for measuring jugular venous 
waveforms, and the relationship between the skin displacement and the internal 
pressure of veins and arteries will be explored. In addition, the skin displacements 
will be measured for patients with heart disease to investigate the sensitivity and 
accuracy of our device in identifying abnormalities in the pressure waveforms.  
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Abstract    

In this paper we describe a discrete element method (DEM) framework we 
have developed for modelling the mechanical behavior of cells and tissues. By us-
ing a particle method we are able to simulate mechanical phenomena involved in 
tissue cell biomechanics (such as extracellular matrix degradation, secretion, 
growth) which would be very difficult to simulate using a continuum approach. 

We use the DEM framework to study chondrocyte behavior in the growth plate. 
Chondrocytes have an important role in the growth of long bones. They produce 
cartilage on one side of the growth plate, which is gradually replaced by bone. We 
will model some mechanical aspects of the chondrocyte behavior during two stag-
es of this process. 

 The DEM framework can be extended by including other mechanical and 
chemical processes (such as cell division or chemical regulation). This will help us 
gain more insight into the complex phenomena governing bone growth. 

Keywords: Discrete Element Method, chondrocyte, extracellular matrix, bone 
growth, growth plate 
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Introduction 
  
The behavior of cells and tissues in the human body is governed by complex, in-
terconnected physical phenomena. The mechanical behavior of cells is regulated 
by complicated chemical signaling pathways, with different signals either promot-
ing or inhibiting certain cell activities [1]. Computer modelling can help us under-
stand these complex connections and the effect of different signals on the cell and 
tissue behavior. A first step in this direction consists of the ability to model the 
mechanical behavior of cells. 

From a mechanical point of view, modelling cell behavior is complicated by 
the multitude of phenomena and interactions that have to be taken into account, 
including cell growth and proliferation, secretion, degradation of the extra cellular 
matrix (ECM), active interaction with the ECM and cell death [1]. Such complex 
behavior would be very difficult to model using a continuum approach. Therefore, 
we have proposed to use the discrete element method (DEM), with the domain of 
interest (cells, ECM) is discretized using simple round particles. The behavior of 
cells and tissues emerges from simple interaction laws between the domain discre-
tizing particles [2]. This allows the simulation of complex cell behavior with rela-
tively low implementation and computation cost. 

We will use the proposed DEM framework to model the behavior of chondro-
cytes in the epiphyseal growth plate. The chondrocytes are involved in the longi-
tudinal growth of long bones through the endochondral ossification process, in 
which new cartilage is formed at one side of the epiphyseal growth plate and is 
gradually replaced by bone. Growth plate chondrocytes differentiate through mul-
tiple stages of this process (from a resting state through proliferative, prehyper-
trophic and hypertrophic stages) as the growth plate moves past. The differentia-
tion pathway ends in cell death and the replacement of the chondrocyte generated 
cartilage by bone [3].  Chondrocytes synthetize the cartilage extra cellular matrix 
(ECM), consisting of collagen fibers and non-collagenous glycoproteins, hyalu-
ronan and proteoglycans.  The ECM defines the mechanical and physical proper-
ties of cartilage [4, 5].  

In this paper we described the proposed DEM framework and use it to simulate 
some of the mechanics of chondrocyte behaviour in the growth plate during two of 
the stages of the bone growth process. In our approach, each cell (and the ECM) is 
modelled by a collection of particles. This allows us to control the properties and 
behaviour of different parts of the cell (such as the mechanical properties of cyto-
plasm and nucleus or the interaction properties between different parts of the cell 
membrane and the ECM).  The simulated phenomena require the modelling of 
complex behaviour such as cell growth, secretion and degradation of ECM.  

The paper is organized as follows: the discrete element model used is described 
in the next Section, followed by the results of simulating mechanical behavior of 
chondrocytes in the growth plate and ending with the discussion and conclusions 
Section. 
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Discrete Element Model of the Chondrocyte and ECM 

Domain Discretization and the Equation of Motion 

In our DEM framework the physical domain (in our case a chondrocyte and the 
surrounding ECM) is discretized using a set of circular particles. The macroscopic 
behavior of the cell and surrounding tissue is governed by simple interaction laws 
between neighboring particles (Figure 1). The ECM, cell membrane, cytoplasm, 
nucleus membrane and nucleus are all discretized using particles having different 
properties [2]. Furthermore, membrane particles are differentiated based on their 
position in order to capture the behavior of polarized cells; particles on the leading 
or trailing edge of the cell can have special behavior which allows the modelling 
of ECM degradation or hyaluronic acid production.   

 
Fig. 1. The DEM model of a chondrocyte. Each cell is modelled as a collection of particles hav-
ing different properties and behavior. Each particle interacts with its neighboring particles 
through simple interaction laws.  

The mechanical behavior of each particle is governed by the interaction forces 
with its neighboring particles. We only consider short-range normal interaction 
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forces between particles, which we model as a nonlinear spring [6]. The elastic 
(spring) interaction force acting on particle I due to particle J is defined as: 

𝐅𝐅𝐼𝐼−𝐽𝐽 = �𝐹𝐹𝐼𝐼𝑎𝑎−𝑃𝑃𝐼𝐼−𝐽𝐽�𝛼𝛼𝐼𝐼−𝐽𝐽��𝐧𝐧𝐼𝐼−𝐽𝐽 (1) 

where 𝐹𝐹𝐼𝐼𝑎𝑎 is a constant attractive force between particles of the same type and 𝑃𝑃𝐼𝐼−𝐽𝐽 
is a force dependent on the overlap/separation between particles, defined as the 
sum of particles’ radii minus the distance between the particles’ centers position: 

𝛼𝛼𝐼𝐼−𝐽𝐽 = �𝑅𝑅𝐼𝐼 + 𝑅𝑅𝐽𝐽� − �𝐱𝐱𝐼𝐼 − 𝐱𝐱𝐽𝐽� (2) 

and 𝐧𝐧𝐼𝐼−𝐽𝐽 is the unit vector from the position of particles I towards the position of 
particle J: 

𝐧𝐧𝐼𝐼−𝐽𝐽 =
𝐱𝐱𝐽𝐽 − 𝐱𝐱𝐼𝐼
�𝐱𝐱𝐼𝐼 − 𝐱𝐱𝐽𝐽�

 (3) 

In the simplest form, the force 𝑃𝑃𝐼𝐼−𝐽𝐽 is chosen as a linear elastic force [6]: 

𝑃𝑃𝐼𝐼−𝐽𝐽�𝛼𝛼𝐼𝐼−𝐽𝐽� = �
0,                −𝛿𝛿𝐼𝐼−𝐽𝐽 > 𝛼𝛼𝐼𝐼−𝐽𝐽

𝑠𝑠𝐼𝐼−𝐽𝐽𝑅𝑅𝐼𝐼−𝐽𝐽𝛼𝛼𝐼𝐼−𝐽𝐽 ,   𝛼𝛼𝐼𝐼−𝐽𝐽 ≥ −𝛿𝛿𝐼𝐼−𝐽𝐽
  (4) 

where 𝑠𝑠𝐼𝐼−𝐽𝐽 is the stiffness parameter for the spring between particles I and J and 
𝑅𝑅𝐼𝐼−𝐽𝐽 is the equivalent radius. 

The elastic force is zero if particle J is outside the interaction distance for parti-
cles I and J, −𝛿𝛿𝐼𝐼−𝐽𝐽 > 𝛼𝛼𝐼𝐼−𝐽𝐽  (have limited range). More complicated interactions 
can be included, such as non-linear normal forces, tangential forces and torques, in 
order to capture complex macroscopic material behavior [6]; however, given the 
already large variability in tissue properties and the uncertainty in determining 
mechanical parameters, we have not included such forces.  

The equivalent radius appearing in eq. (4) is computed based on the individual 
radii of the two particles, and is included for scaling the response with the size of 
the particles: 

𝑅𝑅𝐼𝐼−𝐽𝐽 =
𝑅𝑅𝐼𝐼𝑅𝑅𝐽𝐽
𝑅𝑅𝐼𝐼 + 𝑅𝑅𝐽𝐽

 (5) 

 The total force acting on particle I due to its neighbouring particles is obtained 
by summing the influences of all surrounding particles: 

𝐅𝐅𝐼𝐼 = �𝐅𝐅𝐼𝐼−𝐽𝐽
𝐽𝐽≠𝐼𝐼

 (6) 

Because only short range interactions are considered, the summation in eq. (6) 
has non-zero terms only for 𝑛𝑛𝐼𝐼 neighbouring particles, as resulting from eq. (4). 
We will name this set of neighbouring particles NI. 

The motion of particle I is governed by Newtonian physics [6]: 

𝑚𝑚𝐼𝐼�̈�𝐱𝐼𝐼 = � 𝐅𝐅𝐼𝐼−𝐽𝐽
𝐽𝐽∈𝑁𝑁𝐼𝐼

+ 𝐅𝐅𝐼𝐼𝐸𝐸 (7) 

with the externally applied force 𝐅𝐅𝐼𝐼𝐸𝐸 including any other forces other than particle 
interactions (such as gravity). 
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Given the very slow evolution of the growth plate, we can consider the chon-
drocyte behavior a very slowly evolving phenomena; therefore, the viscous inter-
action forces are ignored and do not appear in the above equation of motion. For 
the same reason, the inertial forces can also be ignored, and the mechanical system 
can be considered in a quasi-static equilibrium at any point in time. 

Quasi-static Solution Method 

 
The quasi-static equilibrium equation obtained by ignoring the inertial term from 
eq. (7) requires the solution of a very large (and possible non-linear) system of 
equations at each time step. We propose to use an explicit solution method, based 
on the addition of artificial transients to eq. (7) (dynamic relaxation), to reach the 
steady state solution, as described in the following sections. Such solution method 
allows the equations in the system of equations (7) to be decoupled and solved in-
dividually at each time step, being well suited for parallel implementation. We 
adopted the following procedure, inspired from the finite element [7, 8] and mesh-
less [9, 10] methods, consisting of the inclusion of a mass proportional damping 
term in the equation of motion (7): 

𝑚𝑚𝐼𝐼�̈�𝐱𝐼𝐼 + 𝑐𝑐 ∙ 𝑚𝑚𝐼𝐼�̇�𝐱𝐼𝐼 = � 𝐅𝐅𝐼𝐼−𝐽𝐽
𝐽𝐽∈𝑁𝑁𝐼𝐼

+ 𝐅𝐅𝐼𝐼𝐸𝐸 (8) 

where c is the damping coefficient.  
The fastest convergence is obtained [7] when the damping parameter and time 

step values are: 
𝑐𝑐 ≈ 2�𝐴𝐴0 = 2𝜔𝜔0, (9) 

∆𝑡𝑡 ≈ 2/�𝐴𝐴𝑚𝑚 = 2/𝜔𝜔𝑚𝑚𝑎𝑎𝑚𝑚, (10) 
where A0 and Am are the minimum and maximum eigenvalues of matrix A=M-1K, 
K being the stiffness matrix and M the mass matrix of the structure (therefore, 
𝜔𝜔0 and 𝜔𝜔𝑚𝑚𝑎𝑎𝑚𝑚  are the lowest and highest circular frequencies of the un-damped 
equation of motion). Given that the assembly of particles is equivalent to an as-
sembly of bar elements, a similar procedure to the one described in [7] is used to 
allocate mass to each particle, which promotes fast convergence to the steady state 
and guarantees stability of the explicit time integration procedure.  

Neighbor Search Algorithm 

The computation of interactions between the particles involved in a simulation re-
quires the neighbors of each particle to be identified at each time step. In explicit 
dynamic simulation this process becomes a major computational bottleneck; it is 
therefore important that the neighbor search algorithm is highly optimized [11].   

To optimize the bin search algorithm, we perform the discretization using only 
similar sized particles. We then adopt a binning algorithm, which partitions the 
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problem domain into equally sized bins, with the size of the bins selected in such a 
way that the neighbors of a given particles can be found in the bin containing the 
particle or in the neighboring bins. Once the particles are distributed into bins, 
their neighbors can be easily found by looking in the neighboring bins. The re-
striction on the particle size ensures that only a small number of particles are in-
cluded in each bin. This algorithm has O(N) complexity, therefore its computation 
time increases linearly with the number of particles.  

Modelling of Special Cell-ECM Interactions 

To complete the modelling of chondrocyte migration through ECM, there are 
several special interactions which need to be considered apart from the simple par-
ticle to particle forces. These include: a membrane model which ensures cell in-
tegrity and prevents seepage of cell particles outside the cell [12], modelling ECM 
degradation by the chondrocyte and modelling secretions by the chondrocytes. 

We implemented the membrane behavior by including constant attractive forc-
es between the membrane particles, to create a constant tension in the membrane. 
Also, each membrane particle is aware of its neighboring membrane particles and 
does not interact with other particles of the same membrane, in order to avoid 
membrane folding onto itself.  If a membrane particle is displaced from the central 
position between its neighbors, an elastic restoring force is applied to it. This is 
required in order to maintain the relative positions of the membrane particles. 

ECM degradation by the chondrocyte has been implemented by introducing an 
integrity measure for each of the ECM particles. When an ECM particle I comes 
into contact with a membrane particle J located on the leading edge of the chon-
drocyte, its integrity is reduced by a constant value (degradation factor, D) multi-
plied by the particle penetration (as a measure of the contact surface) at each time 
step:   

I𝐼𝐼𝑡𝑡+1 = I𝐼𝐼𝑡𝑡 − 𝐷𝐷𝛼𝛼𝐼𝐼−𝐽𝐽,      𝛼𝛼𝐼𝐼−𝐽𝐽 > 0 (11) 
When the integrity of a particle becomes negative the particle is removed from the 
simulation. 

The forces between particles are modified by introducing the integrity measure 
above as: 

𝑃𝑃�𝐼𝐼−𝐽𝐽 = I𝐼𝐼I𝐽𝐽𝑃𝑃𝐼𝐼−𝐽𝐽 (12) 

The secretions generated by the chondrocyte are modelled by increasing the 
size of any ECM particle I which come into contact with a membrane particle J 
located on the secreting part of the membrane.  The size increase is generated by 
multiplying the radius of the ECM particles by a constant growth factor G > 1 at 
each time step: 

𝑅𝑅𝐼𝐼𝑡𝑡+1 = 𝐺𝐺𝑅𝑅𝐼𝐼𝑡𝑡 ,      𝛼𝛼𝐼𝐼−𝐽𝐽 > 0 (13) 

Cell growth is modelled in a similar manner, using pre-defined growth factors 
for cytoplasm and nucleus particles. When the radius of the particle becomes 
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higher than the maximum radius used in the simulation (imposed due to the 
neighbor search algorithm, which is optimized for same size particles), the particle 
is split into 3 equally sized particles (in 2D), whose radius is selected so that the 
occupied area is preserved.   

Simulation of Chondrocytes in the Growth Plate 

Chondrocytes in the growth plate undergo a differentiation cascade which drives 
the longitudinal growth of the skeletal elements through chondrocyte proliferation, 
cellular enlargements via hypertrophy, ECM synthesis and controlled matrix 
degradation [5]. The growth plate is organized into layers of resting, proliferative 
and hypertrophic chondrocytes. In the resting layer the chondrocytes are round 
and rarely divide. In the proliferative zone, the cells undergo rapid division, are 
flattened along the mediolateral axis, and form columns along the proximodistal 
axis of the long bones. Chondrocytes end their cycle at the proximal end of the 
column and increase their volume to become hypertrophic before the zone is 
calcified and replaced by trabecular bone [5].  

Chondrocytes are surrounded by a thin pericellular matrix (PCM), which is en-
veloped by the territorial matrix (TM). The ECM around the columns is called the 
inter-territorial matrix (ITM) and fills up the longitudinal septum between the 
chondrocyte clusters. One column in the proliferative zone usually consists of sev-
eral flattened chondrocytes surrounded by different matrix compartments. The 
PCM and TM together with the clustered chondrocytes define the columnar chon-
dron, the functional unit of the cartilage [1], which is considered to play an im-
portant role in regulating the interactions between chondrocytes and their sur-
rounding matrix. Investigations of the elastic properties of the proliferative zone of 
the murine growth plate by atomic force microscopy (AFM) have indicated that 
ITM has an approximately two times higher stiffness compared to TM/PCM [5]. 

During its life cycle, the growth plate chondrocyte secrets different molecules, 
ranging from randomly oriented type II collagen and hydrophilic proteoglycans in 
the proliferative zone to metalloproteinases (MMPs), which participate in the re-
absorption of the ECM, in the hypertrophic zone [13]. We are going to use our 
DEM framework to study the effect of aggrecan secretion on the shape of the 
chondrocytes in the proliferative zone and chondrocyte enlargement, combined 
with ECM degradation by MMPs, in the hypertrophic zone. The particle interac-
tions used in the simulation are described in Table 1, with the parameter values 
given in Table 2. The boundary conditions consisted of fixed ECM particles on the 
edges of the problem domain. We consider the cell to be polarized, with the secre-
tion/ECM degradation only happening on an active portion of the cell membrane. 
We investigated the influence of nucleus stiffness on the cell flattening by running 
a simulation with the nucleus having the same stiffness as the cytoplasm. 
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a) b)  

c)             d)  
Fig. 2. Results of simulating mechanical behavior of chondrocytes in the growth plate.  a) Initial 
configuration (7121 particles); b) Results for chondrocyte enlargement in the hypertrophic zone, 
with ECM degradation by MMPs at the active edge (22068 particles); c) Results for aggrecan se-
cretion in the proliferative zone, nucleus 2.5 times stiffer than cytoplasm (16304 particles); d) 
Results for aggrecan secretion in the proliferative zone, nucleus same stiffness as cytoplasm 
(14941 particles).  

Table 1. Particle types and interactions used in the simulation (the table is symmetrical). 

Particle Type T I C N M NM AM 
TM/PCM (T) 𝑃𝑃𝑇𝑇       
ITM (I) 𝑃𝑃𝑇𝑇𝐼𝐼 𝑃𝑃𝐼𝐼      
Cytoplasm (C)   𝑃𝑃𝐶𝐶     
Nucleus (N)    𝑃𝑃𝑁𝑁    
Membrane (M) 𝑃𝑃𝑇𝑇𝑇𝑇 𝑃𝑃𝐼𝐼𝑇𝑇 𝑃𝑃𝐶𝐶𝑇𝑇  𝐹𝐹𝑇𝑇𝑎𝑎 ,𝑃𝑃𝑇𝑇   
Nucleus membrane (NM)   𝑃𝑃𝐶𝐶𝑁𝑁𝑇𝑇 𝑃𝑃𝑁𝑁𝑁𝑁𝑇𝑇  𝐹𝐹𝑁𝑁𝑇𝑇𝑎𝑎 ,𝑃𝑃𝑁𝑁𝑇𝑇  
Active membrane (AM) 𝐷𝐷,𝐺𝐺,𝑃𝑃𝑇𝑇𝑇𝑇 𝑃𝑃𝐼𝐼𝑇𝑇 𝑃𝑃𝐶𝐶𝑇𝑇  𝐹𝐹𝑇𝑇𝑎𝑎 ,𝑃𝑃𝑇𝑇  𝐹𝐹𝑇𝑇𝑎𝑎 ,𝑃𝑃𝑇𝑇 
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Because this simulation belongs to a class of problems where deformation is 
only driven by displacements [14], the simulation results do not depend on the ac-
tual stiffness defining the elastic forces between different particles; we only have 
to estimate the ratios between the stiffness of different types of tissues. Therefore 
we considered the nucleus to be 2.5 times stiffer than the cytoplasm [2] and the 
ITM 2 times stiffer than the TM/PCM [5]. Elastic forces between membrane parti-
cles were chosen to prevent particle seepage through the membrane [12].  The 
simulation results are presented in Figure 2.  

Table 2. Simulation parameters 

Simulation parameters  Parameter Values 
Domain size 40um x 80 um 
Chondrocyte radius 10 um 
Particle radius 0.30 – 0.52 um 
Number of time steps 2000 
Elastic force between TM/PCM particles 𝑃𝑃𝑇𝑇 𝑠𝑠𝑇𝑇 =0.5; 𝛿𝛿𝑇𝑇 = 0.01 
Elastic force between ITM particles 𝑃𝑃𝐼𝐼 𝑠𝑠𝐼𝐼 =1; 𝛿𝛿𝐼𝐼 = 0.01 
Elastic force between cytoplasm particles 𝑃𝑃𝐶𝐶 𝑠𝑠𝐶𝐶 = 0.2; 𝛿𝛿𝐶𝐶 = 0.01 
Elastic force between nucleus particles 𝑃𝑃𝑁𝑁 𝑠𝑠𝑁𝑁 = 0.5; 𝛿𝛿𝑁𝑁 = 0.01 
Elastic force between membrane particles 𝑃𝑃𝑇𝑇 𝑠𝑠𝑇𝑇 = 5; 𝛿𝛿𝑇𝑇 = 0 
Constant force between membrane particles 𝐹𝐹𝑇𝑇𝑎𝑎  0.05 
Elastic force between membrane particles 𝑃𝑃𝑁𝑁𝑇𝑇 𝑠𝑠𝑁𝑁𝑇𝑇 = 0.5; 𝛿𝛿𝑁𝑁𝑇𝑇 = 0 
Constant force between membrane particles 𝐹𝐹𝑁𝑁𝑇𝑇𝑎𝑎  0.02 
Elastic force between T,I, C and membrane 𝑃𝑃𝑋𝑋𝑇𝑇 𝑠𝑠𝑋𝑋𝑇𝑇 = 1; 𝛿𝛿𝑋𝑋𝑇𝑇 = 0.01 
Elastic force between C, N and NM 𝑃𝑃𝑋𝑋𝑁𝑁𝑇𝑇 𝑠𝑠𝑋𝑋𝑁𝑁𝑇𝑇 = 0.5; 𝛿𝛿𝑋𝑋𝑁𝑁𝑇𝑇 = 0.01 
Elastic force between TM/PCM and ITM 𝑃𝑃𝑇𝑇𝐼𝐼 𝑠𝑠𝑇𝑇𝐼𝐼 = 2; 𝛿𝛿𝑇𝑇𝐼𝐼 = 0 
Degradation factor D 0.05 
Growth factor G 1.005 

Discussion and Conclusions 

This paper presents a discrete element method for modelling cell and tissue 
mechanics. By adopting a discrete element modelling framework we are able to 
simulate complex mechanical phenomena, including large cell deformations, ECM 
degradation, cell growth and cell secretions; such simulations would be very 
difficult to perform using continuum based simulation methods. The discrete 
element method facilitates easy particle insertion and removal, which is needed in 
simulating some of these phenomena. 

We apply the proposed DEM framework to the modelling of chondrocyte be-
havior during its different life stages in the growth plate. We modelled the secre-
tion of ECM components in the proliferative zone and the chondrocyte enlarge-
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ment in the hypertrophic zone combined with ECM degradation by MMPs on part 
of the cell’s membrane.  The simulation produced the expected cell behavior, re-
sulting in some flattening of the chondrocytes in the proliferative zone and in large 
and square-like shaped chondrocytes in the hypertrophic zone. 

The cell flattening in the proliferative zone could not be completely explained 
by the cell secretion alone, especially for high cell aspect ratios. This may be due 
to complex interactions between the chondrocyte, its pericellular microenviron-
ment and the load bearing extracellular matrix [15]; this includes vectorial produc-
tion and resorption of ECM around the chondrocytes as well as rapid cell division 
and reorientation [1], processes that are not captured by our current model. 

The simulations took approximatively 69 s for the chondrocyte enlargement in 
the hypertrophic zone and 44 s for the secretion in the proliferative zone on a PC 
having an Intel Core i7-5930K @ 3.5 GHz processor and running Windows 8, us-
ing a single threaded implementation of the explicit integration algorithm. Given 
its explicit nature, the algorithm is very well suited for parallel implementation on 
Graphics Processing Units (GPU); we expect a large speed improvement for such 
an implementation, based on our previous experience with explicit finite element 
codes [16]. 

The DEM framework can be extended by including other mechanical and 
chemical processes (such as cell division and cell activity regulation). The possi-
bility to couple mechanical and chemical interactions happening in the growth 
plate will help us gain more insight into the complex phenomena governing bone 
growth. 
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Abstract 

Effective diagnosis and treatment of cardiovascular disease is hampered by a 
lack of knowledge of the underlying pathophysiological mechanisms on a patient-
specific basis. Biomechanical factors, such as intrinsic myocardial stiffness and 
tissue stress, are known to have important influences on heart function, but these 
factors cannot be measured directly. Mathematical modelling provides a rational 
integrative basis for interpreting the rich variety of physiological data that are 
available in the laboratory and clinical settings. This seminar will discuss how 
image-based, individualised biomechanical models of the heart can be used to 
characterise the relative roles of anatomical, microstructural and functional 
remodelling in heart failure. Methods and examples from pre-clinical and clinical 
studies will be presented to demonstrate this approach. Individualised 
mathematical models of this kind can to help to more specifically stratify the 
different forms of heart pathology, and thus have the potential to inform patient 
therapy and management of care. 
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Abstract. Increasing interest in multimodal breast cancer diagnosis has
led to the development of methods for MRI to X-ray mammography reg-
istration. The severe breast deformation in X-ray mammography is of-
ten tackled by biomechanical models, yet there is no common consensus
in literature about the required complexity of the deformation model
and the simulation strategy. We present for the first time an automated
patient-specific biomechanical model based image registration of MRI
to digital breast tomosynthesis (DBT). DBT provides three-dimensional
information of the compressed breast and as such drives the registration
by a volume similarity metric. We compare different simulation strate-
gies and propose a patient-specific optimization of simulation and model
parameters. The average three-dimensional breast overlap measured by
Dice coefficient of DBT and registered MRI improves for four analysed
subjects by including the estimation of unloaded state, simulation of
gravity and a concentrated pull force that mimics manual positioning
of the breast on the plates from 88.1 % for a mere compression simula-
tion to 93.1 % when including all our proposed simulation steps, whereas
additional parameter optimisation further increased the value to 94.4 %.

Keywords: Breast image registration, Biomechanical model, Magnetic
Resonance Imaging, Digital Breast Tomosynthesis

1 Introduction

Medical imaging is essential for early breast cancer diagnosis. Due to several
screening programs around the world, X-ray mammography became the cur-
rent standard method [1], while additional imaging by e.g. magnetic resonance
imaging (MRI) is frequently used in case of suspicious findings. An increasing
interest in multimodal diagnosis [2] has led to the development of image regis-
tration methods to enable intuitive spatial correlation of three-dimensional MRI



volumes and two-dimensional X-ray mammograms. Such a registration poses a
challenge as nonlinear deformations that occur when the breast is subject to
mammographic compression can only be depicted in a 2D projection image.

Several approaches including affine transformations [3], spline transforma-
tions [4] and biomechanical models [5–8] have been presented to predict the
deformation of the breast. The complexity of biomechanical models used vary
from simplified geometries [9], homogeneous material [5], more complex patient-
specific models with respect to inner structures [6, 8] and advanced boundary
conditions [7]. The necessary complexity of a biomechanical model and simula-
tion strategies to derive realistic deformations of a compressed breast is still an
unsolved problem.

To obtain a deeper understanding of the complex compression deformation
process, we apply for the first time a registration of MRI to X-ray digital breast
tomosynthesis (DBT) volumes. DBT [10] is an emerging technology that pro-
vides three-dimensional information of the breast anatomy in the compressed
state same as in X-ray mammography. As the modality is still paving the path
into clinical practice, there is not yet evidence in the literature that co-location
of lesion in DBT and MRI could improve the diagnosis of breast cancer. How-
ever, due to the three-dimensional information that DBT introduces compared
to mammography it has the potential to even improve the diagnosis of breast
cancer reached for multimodal MRI and mammography [11]. We extend our au-
tomated patient-specific biomechanical model generation method by additionally
including the simulation of gravity for a standing patient after the estimation
of the unloaded state. Furthermore, we adapt the compression simulation by
introducing a concentrated pull force of adjustable size that mimics the manual
positioning of the breast on the compression plate by the radiologist assistant.
We propose a patient-specific optimization of the model and simulation param-
eters and present preliminary registration results with in-vivo data.

2 Methods

The aim of the registration is to bring the breast shape in the MRI into a
configuration which is comparable to the shape in DBT. The MRI images are
warped using the deformation field obtained from a biomechanical simulation
of the breast deformation during DBT acquisition. An overview of the whole
registration process is shown in Figure 1.

2.1 Automated biomechanical model generation

To obtain the patient-specific breast geometry, the MR volume is segmented
into background, fatty tissue, glandular tissue and breast muscle. We first sepa-
rate the breast from the background using a two-class Fuzzy-C-means clustering
(FCM). Afterwards the MR volume is divided at the sternum into a dorsal and
ventral part. In the ventral part fatty and glandular tissue are segmented by
a two-class FCM similar to [12], while in the dorsal part, a three-class FCM
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Fig. 1: Overview of the registration process including preprocessing, model generation,
different simulation strategies, post-processing and parameter optimization. The inset
figures present the breast shape after successive simulation stages, where the red arrow
marks the loading direction.

is applied. To correct for outliers due to MRI field inhomogeneities, the breast
muscle is detected slicewise by thresholding the directional gradient of the image
after applying an anisotropic diffusion filter. Ventral and dorsal segmentations
are combined and the tissue classes with maximum likelihood are used as fi-
nal segmentation. According to the segmented tissue type, voxels are assigned
tissue-specific material properties [13].

To create the model geometry, a tetrahedral meshing algorithm [14] based
on Delaunay triangulation converts the segmented MRI volume into approxi-
mately 9000-11000 4-node elements depending on the breast volume. At tissue
interfaces, the algorithm is allowed to increase the density of the mesh to bet-
ter reflect the physical breast. Though the limited number of elements may not
accurately reflect tissue interfaces, this tradeoff was made to reduce the compu-
tational expense. A layer of membrane elements with a thickness of 2.5 mm is
added on top of breast surface elements to model skin. The thickness selection
was supported by our initial tests, which revealed an increase in the registration
accuracy with increased skin thickness and a convergence reached at around
2.5 mm. Nodes at the back of the model are fixed in all directions as suspen-
sion at the chest. For the compression simulation, acrylic glass plates consisting
of 8-node hexahedrons are added to the model. A small-sliding interface with
adjustable friction between plate and breast surface is defined.

An isotropic hyperelastic neo-hookean material model [15] is implemented.
The isotropic material deforms uniformly in all directions of space and is defined
by two material constants C01 and D1, which are determined by the Young’s
modulus E and the Poisson ratio ν as C01=

E
4(1+ν)

and D1=
2

3E(1−2ν)
. A constant



ν of 0.495, which is within the range used in literature (e.g. [6]), is applied to
model nearly incompressible material.

Biomechanical simulations are formulated with the Finite Element Method
(FEM) and computed using the dynamic FE solver for large deformations of the
software package ABAQUS [16] in a quasi-static configuration. The following
simulation strategies are used:

(1) DBT compression simulation.

(2) The estimation of the unloaded state and DBT compression simulation.

(3) The estimation of the unloaded state, simulation of gravity for a standing
patient and DBT compression simulation.

(4) The estimation of the unloaded state, simulation of gravity for a standing
patient and DBT compression simulation with the concentrated pull force
effect.

(5) The estimation of the unloaded state, simulation of gravity for a standing
patient, DBT compression simulation with the concentrated pull force effect
and parameter optimization.

The estimation of the unloaded state follows an inversion of the gravity by apply-
ing a body load with an acceleration of g = 9.81 m/s2 in dorsal direction due to
its computational benefit and comparable accuracy with more complex methods.
However, it is worth noticing that this approach has shown to introduce errors
compared to more sophisticated inversion techniques when biomechanical models
of larger breast are considered [17]. Although our initial tests derived compara-
ble results when using both body load application and the iterative approach,
we plan to further investigate both approaches. Similarly to the esetimation of
unloaded state, the gravity for a standing patient is estimated by applying a
gravitational body load in caudal direction. To simulate the DBT compression,
the lower plate is first moved to the position where the inferior breast reaches its
maximal coordinate in cranial-caudal direction, which is followed by a movement
of the upper plate to the distance expressing the compression thickness initially
given by the DBT’s meta data. The concentrated pull force that is introduced in
the compression simulation step is designed to account for manual positioning
of the breast on the compression plate. The force acts on a set of lateral nodes
of the model within 40 % of the breast size with ventral-lateral direction (Fig.
1). The initial force magnitude is set to F = 0.05 N as the first test simulations
delivered an enhanced registration accuracy at this value for all datasets. After
the FEM simulation, the deformation is applied to the MRI volume by linear
interpolation of the deformation within the 4-node tetrahedrons and tri-linear
interpolation of intensity values [18]. Finally, the MRI and DBT volumes are
aligned at their centres of mass.

To allow for comparison of the results, the tissue material parameters are
applied constant for all patients in the first four analysed simulation configu-
rations. The initial Young’s moduli are in the range of values obtained in our
previous studies [19]: Efat = 1200 Pa, Egland = 2500 Pa and Emuscle = 5000 Pa.
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Fig. 2: Schematic presentation of the compression thickness (d) and plate position in
ventral-dorsal direction (zp).

2.2 Patient-specific optimization

To adapt the image registration to patient-specific conditions and overcome un-
certainties in image acquisition, the fifth simulation configuration incorporates
optimisation of the most influencing parameters using particle swarm [20]. A
maximum number of iterations of 100 is used as a stopping condition. For the
optimization criterion, we used the Dice coefficient (Dice) [21], which expresses
the overlap of the DBT breast volume and the registered deformed MRI breast
volume and is used to estimate the three-dimensional shape similarity. Among
the material parameters, Young’s moduli of fat (Efat), glandular (Egland) and
muscle (Emuscle) tissue are optimised. Additionally, the concentrated pull force
magnitude F , compression thickness (d) and plate position in ventral-dorsal di-
rection (zp) are set as degrees of freedom along with the rotations of the mesh in
all three directions of space. A schematic presentation of compression thickness
and plate position in ventral-dorsal direction is given in Figure 2. The compres-
sion thickness is allowed to slightly deviate from its initial value given in the im-
age metadata to allow for uncertainties in the exact detector position. A rotation
around the ventral-dorsal axis (rotz) is applied to compensate for uncertainties
in the measured tomosynthesis projection angle from the imaging system and
manual positioning of the breast on the compression plate. A rotation around
the caudal-cranio axis (roty) is introduced to meet the tomosynthesis guidelines,
which suggest a tilting of the patient by approximately 5◦ to the not imaged
side [22]. Additionally, the mesh can be rotated around the left-right axis (rotx)
to account for patient tilting in DBT acquisition.

2.3 Evaluation method

For evaluation of the registration accuracy, four clinical routine examinations
were used, each consisting of a T1-weighted MRI volume and a corresponding
cranio-caudal (CC) DBT volume with one lesion clearly detected in both modal-
ities. The lesions that were used as landmarks were manually annotated in the
unregistered MRI and DBT volumes using a freehand tool in 3D. The lesions
serve as ground truth for calculating the target registration error (TRE) given
by the three-dimensional Euclidean distance between the DBT lesion centre



and MRI lesion centre after deformation simulation and alignment. Additionally
Dice, which also acts as the optimization criterion, is used to estimate the breast
overlap enhancement between different registration strategies.

3 Results

The evaluation results of registration approaches with different simulation strate-
gies are depicted in Figure 3. To provide an indication of the magnitude of
registration error in the absence of the biomechanical modelling, the results ob-
tained for mere volume alignment are added to Figure 3. With the application
of biomechanical modelling before volume alignment, the average Dice across
datasets increase for more than a factor 2 compared to mere volume alignment.
The increment between two successive simulation strategies is relatively consis-
tent across datasets as its standard deviation is kept below 1 % for all successive
strategy pairs. The estimation of the unloaded state increases the average Dice
across datasets by 4 %, whereas by also simulating gravity the additional incre-
ment is in average around 0.5 %. Both incorporation of the pull force into the
simulation and the parameter optimization using particle swarm give an addi-
tional gain of more than 1 % each, which delivers a resulting average Dice of
94.4 % compared to 88.1 % for a mere DBT compression simulation and 41.5 %
for a mere volume alignment.

Contrary to Dice, TRE does not exhibit a consistent behaviour across datasets
for different simulation strategies. This could arise both due to different lesion
positions in the breast, as well as variable lesion size. In datasets 2 and 4, where
TRE increased with simulation complexity, the lesion was located further away
from the chest wall that in datasets 1 and 3. This indicates that the proposed
simulation strategies may better mimic the physical deformation of lesions close
to the chest wall. Moreover, in datasets 2 and 4 the lesion diameter was far
larger than 1 cm, which also poses a limitation on the accuracy of the generated
model since the lesion was treated as glandular tissue. Furthermore, in the case
of large lesions, also the centre positions of the annotated lesion volume could
deviate considerably between MRI and DBT. Although one would assume that
the mapping of the deformation field may be more accurate for lesions close to
the chest wall, a lesion close to the chest wall did not guarantee a small regis-
tration error (see dataset 3). This could be overcome by introducing even more
complex biomechanical models and optimization criteria relying on texture fea-
tures. Furthermore, we plan to assess the registration accuracy with additional
landmarks such as the nipple position and fat/fibroglandural tissue features.

A comparison of the accuracy in estimating the volume shape with different
registration approaches is shown in Figure 4 for dataset 1. Consistently with
Figure 3, it is clearly seen that biomechanical modelling greatly contributes
to better volume shape agreement than mere volume alignment. Moreover, the
overlap between volumes increases considerably by optimizing the pull force
magnitude (see xz plane).
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Fig. 3: a) Target registration error (TRE) and b) Dice coefficient per dataset for regis-
tration approaches (1)–(5). Input (0) refers to registration results obtained after mere
volume alignment.

The average computation times across datasets and their standard deviation
for different simulation stages, as well as for the complete pipeline are depicted in
Table 1. By including all the proposed simulation stages, the computation time
is approximately doubled compared to mere compression simulation. The esti-
mation of unloaded state and gravity simulation require similar times, whereas
the application of pull force only slightly increases the overall computation time
as it is applied during compression simulation. Among all simulation stages, the
compression simulation shows to be the most computationally expensive part of
the biomechanical simulation. By compressing both plates simultaneously, the
average compression time could be reduced to 50 s, but resulted in decreased
volume overlap for about 0.5 %. The biomechanical simulation takes on average
about 1/3 of the time for the complete pipeline, whereas 1/2 of the time is spent
for the MRI volume segmentation.
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Fig. 4: Comparison of the accuracy of different approaches for the registration of de-
formed MRI volume with DBT volume for dataset 1 with marked surface border of
both volumes. The green dot depicts the lesion annotation in the DBT volume, the
red dot the lesion annotation in the deformed MRI volume. a) With volume alignment
only b) DBT compression simulation, c) as (b) with additional unloaded state esti-
mation, d) as (c) with additional simulation of gravity, e) as (d) with additional pull
force simulation, f) as (e) with additional parameter optimization. xz plane refers to
the transverse plane, xy to the coronal plane and yz to the sagittal plane.



Table 1: Computation times for different simulation stages and for the complete pipeline
(mean and standard deviation of computation times is given across datasets) obtained
on Intel Core i7-7700 3.6 GHz. For description of the stages, refer to Methods.

Computation time Stage 1 Stage 2 Stage 3 Stage 4 Complete pipeline

Mean 96 s 133 s 187 s 188 s 564 s

St. dev. 4.4 s 4.6 s 7.3 s 8.5 s 12.3 s

4 Discussion and Conclusion

The presented image registration framework for the registration of MRI with
DBT volume has opened new possibilities in investigating and comparing ma-
terial models, registration strategies and patient-specific optimization that have
not been possible in the registration of MRI with X-ray mammograms due to the
projection of deformations. We increased the complexity of our previous model
[23] by introducing additional gravity simulation along with the estimation of
the unloaded state, as well as a pull force of adjustable size that could recover
the manual positioning of the breast on the compression plate. Our preliminary
results with a limited number of datasets show that by incorporating both load-
ing steps, the agreement of breast shapes expressed by the Dice coefficient can be
considerably increased compared to a registration with compression simulation
and estimation of unloaded state.

In the current study, we evaluated only the performance of the isotropic ma-
terial model. The anisotropic material model was not taken under consideration
as our previous studies [23] showed that the isotropic material in combination
with the estimation of the unloaded state delivered comparable results to the
more complex anisotropic material model. Beside that the anisotropic model also
showed to be sensitive to the selections of material characteristics.

With the complex simulation strategy the optimization of model and sim-
ulation parameters delivered material stiffness values of low variability across
datasets (Efat = 930 ± 295 Pa, Egland = 3195 ± 630 Pa, Emuscle = 5490 ± 130
Pa) that were well in the range of other studies as e.g. Samani et al. [24] and
Hopp et al. [19]. Furthermore, the optimal relative rotations were kept below 10◦,
which agrees with the expected rotations in CC view. This demonstrates that a
physically more realistic model could potentially decrease the search space for
optimizing parameters, thereby reducing the computational time.

The presented results were achieved with a fixed number of 100 iterations as
stopping condition for parameter optimization using particle swarm. Although
the optimization enhanced the Dice coefficient for all datasets, we noticed that
even after 100 iterations the selection of parameter combinations did not con-
verge, which suggest that the parameter selection could potentially further im-
prove. In general, the global minima of the objective function were clearly sepa-
rated from other functional values. However, for dataset 4 it was observed that
the global minimum appeared for two different parameter combinations. This



calls for the integration of an optimization approach specific for our biomechani-
cal model that would allow a more intelligent search of parameter combinations.
Furthermore, to judge the registration accuracy, additional optimization criteria
along with the single scalar Dice coefficient are planned to be investigated, such
as incorporating the information about the local shape of the breast to tune
parameters to match the skin surface boundary.

Despite these limitations, the results of the registration are promising as our
complex simulation model with patient-specific optimization enhanced the Dice
coefficient from an average of 88.1 % for a mere DBT compression simulation to
approximately 94.4 %. For a proof of principle, CC view mammograms were used
in this study. In future we will apply the framework to an extend patient collec-
tive and oblique mammographic views to investigate the influence of registration
parameters more deeply.
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Deutscher Röntgenkongress 2010.

[12] Wu S, Weinstein S, Keller B.M, Conant E.F, Kontos D (2012) Fully-Automated
Fibroglandular Tissue Segmentation in Breast MRI. In: Proc. IWDM 2012, LNCS
7361, pp. 244—251

[13] Bliznakova K, Bliznakova Z, Bravou V, Kolitsi Z, Pallikarakis N (2003) A three-
dimensional breast software phantom for mammography simulation. Physics in
Medicine and Biology 48:3699–3719

[14] Fang Q, Boas D (2009) Tetrahedral mesh generation from volumetric binary and
gray-scale images In: Proc. of IEEE Int. Symp. on Biomedical Imaging 2009, pp.
1142–1145

[15] Rivlin R.S (1948) Large Elastic Deformations of Isotropic Materials. In: Funda-
mental Concepts, Philosophical Transactions of the Royal Society of London. Series
A, Mathematical and Physical Sciences 240(822):459–490

[16] Dassault Systemes: ABAQUS/CAE 6.13 User’s Manual, Online Documentation
[17] Eiben B, Vavourakis V, Hipwell J, Kabus S, Lorenz C, Buelow T, Hawkes D

(2014) Breast deformation modelling: comparison of methods to obtain a patient
specific unloaded configuration. In Proc. SPIE Medical Imaging, 9036, 903615

[18] Amidror I (2002) Scattered data interpolation methods for electronic imaging
systems: a survey. Journal of Electronic Imaging 11(2):157—176

[19] Hopp T, Dapp R, Zapf M, Kretzek E, Gemmeke H, Ruiter N.V (2015) Regis-
tration of 3D Ultrasound Computer Tomography and MRI for evaluation of tissue
correspondences. In: Proc. SPIE 9419, Medical Imaging 2015: Ultrasonic Imaging
and Tomography, 94190Q

[20] Kennedy J, Eberhart R. C (1995) Particle swarm optimization. In: Proc. of the
IEEE international conference on neural networks IV, Piscataway: IEEE, pp. 1942—
1948

[21] Dice L.R (1945) Measures of the Amount of Ecologic Association Between Species.
Ecology 26(3):297—302

[22] Duda V.F, Schulz-Wendtland R (2004) Mammadiagnostik, Springer Berlin
[23] Hopp T, de Barros Rupp Simioni W, Exposito Perez J.A, Ruiter N.V (2015)

Comparison of biomechanical models for MRI to X-ray mammography registration.
In: Proc. 3rd MICCAI Workshop on Breast Image Analysis, München, October 9,
2015

[24] Samani A, Zubovits J, Plewes D (2007) Elastic moduli of normal and pathological
human breast tissues: An inversion-technique-based investigation of 169 samples.
Physics in Medicine and Biology 52(6):1565



Towards a real-time full-field stereoscopic 

imaging system for tracking lung surface 

deformation under pressure controlled 

ventilation 

Samuel Richardsona,1, Thiranja P. Babarenda Gamagea,1, Amir 

HajiRassoulihaa, Toby Jacksona, Kerry Hedgesa, Alys Clarka, Andrew 

Tabernera,b, Merryn H. Tawhaia, Poul M.F. Nielsena,b 

a Auckland Bioengineering Institute, University of Auckland, New Zealand 

b Department of Engineering Science, University of Auckland, New Zealand 

Abstract. The normal decline in lung function that occurs with age is virtually in-

distinguishable from early disease, leading to frequent misdiagnosis in the elderly. 

Computational modelling promises to be a useful tool for improving our under-

standing of lung mechanics. However, there is currently no unified structure-func-

tion computational model that explains how age-dependent structural changes trans-

late to decline in whole lung function. Furthermore, existing models suffer from 

weak parameterisation due to lack of available data. To begin addressing this issue, 

we have developed a real-time full-field stereoscopic imaging system for tracking 

surface deformation of the rat lung during pressure-controlled ventilation. The sys-

tem will enable the acquisition of novel physiological data on lung tissue mechan-

ics. This study presents preliminary lung surface tracking results from experiments 

on Sprague-Dawley rats under pressure controlled ventilation. This rich data will 

provide us with previously unavailable information for constructing and validating 

more realistic computational models of the lung to help us better understand the 

mechanisms behind decline in lung function with aging and help guide the devel-

opment of new diagnostic methods to distinguish age from lung disease. 
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1 Introduction 

The mechanics of lung tissue is challenging to characterise because standard meth-

ods to measure stress and strain cannot be applied to the extremely delicate and 

highly deformable alveolar tissue of the lung. Knowing how the mechanical con-

stituents of the alveolar wall interact with the complex “sponge-like” geometry of 

the alveoli is key to understanding how microstructural remodelling, which occurs 

with both increasing age and disease, translates to diagnostic measurements of lung 

function and to the progression of pathology. This is particularly relevant to the 

older population because the normal decline in lung function that occurs with age 

is virtually indistinguishable from early disease. For example, with early emphy-

sema, the age dependent changes in alveolar structure are indistinguishable in stand-

ard imaging functional tests. This can lead to misdiagnosis in the elderly.  

The elastic behaviour of alveoli is tightly coupled to surface tension in the thin 

layer of liquid with which they are lined, and they operate under significant pre-

tension that causes collapse when the lung tissue is excised or sliced. Basic under-

standing of how alveolar volume and shape changes during lung inflation and de-

flation still remains strongly debated [1,2]. Various modes have been proposed [3] 

including isotropic expansion [4,5], septal folding/unfolding at low volumes [6] and 

stretch at high volumes [7], and alveolar recruitment/derecruitment [8,9]. These 

modes have implications for stress transmission during normal and ventilator-as-

sisted breathing, and in stress-associated propagation of pathology [10,11]. More 

evidence is required to determine whether one or more of these modes of inflation 

are dominant in normal and pathological breathing.  

Computational modelling may prove to be a useful tool for improving our un-

derstanding of lung mechanics, and several computational models have been pro-

posed for the mechanics of lung tissue [12-16]. However, there is currently no uni-

fied structure-function computational model that explains how age-dependent 

structural changes translate to decline in whole lung function. Existing models suf-

fer from weak parameterisation due to lack of available data. For example, consti-

tutive relations for biological tissues are typically parameterised by fitting their co-

efficients to data  acquired during uni- or bi-axial stretching of tissue strips ex vivo. 

While these approaches have been attempted for lung parenchymal (alveolar) tissue 

[11,16-18], they suffer from distortion of alveoli at the cut surfaces of the samples, 

obliteration of the air-liquid interface that normally contributes a significant propor-

tion of the elastic response, and small airway smooth muscle contraction via calcium 

release from disrupted cells. The mechanical parameters and stress-strain relation-

ships determined from this data thus exhibit a large degree of variability, making it 

difficult to parameterise and interpret results from computational models [19]. Ro-

bust quantification of the mechanical behaviour of the lung therefore requires meas-

uring its function while the lung is intact and normal surface forces are present. 

To date, there have been limited measurements of the deformation of the intact 

lung during ventilation. A previous study in the mid 1980s used synchronised stro-

boscopic photography to stop motion in a dog heart at 20 evenly spaced intervals 
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over a respiratory cycle during ventilation at 1 Hz [20]. The lungs were then photo-

graphed during quasi-static deflation. Prior to imaging, ink dots were marked on a 

portion of the pleural surface with 84 square markers, and the side lengths and areas 

of these squares were measured during quasi-static deflation to quantify lung sur-

face deformation. Nonuniformities in change in areas of the squares were shown 

and were attributed to interregional airflow and elastic wave propagation in the pa-

renchyma during high-frequency ventilation. Limitations of this study include the 

use of only a single camera view for estimating side lengths and areas from the 

relatively complex shape of the lung and manual digitisation of markers for tracking 

surface motion. This prevents accurate estimation of surface displacements and 

strains for parameterising computational models. Stereophotogrammetry has also 

been used for reconstructing surfaces of biological tissues, for example, a previous 

study used a single-camera for capturing exposed in vivo geometric data in an open 

surgical environment [25]. However, reconstructions using a single camera are not 

well suited for accurately capturing the shape of deforming surfaces Furthermore, 

few studies make use of intrinsic surface texture for tracking surface deformation. 

In this study, we aimed to design a real-time full field stereoscopic imaging sys-

tem for tracking lung surface deformation under pressure-controlled inflation. This 

system will enable us to acquire rich, accurate, robust, and previously unavailable 

physiological data on lung tissue mechanics from whole rat lungs. Such data could 

be interpreted using computational models to improve our understanding of lung 

mechanics.  

Section 2 describes the methodology used for designing and constructing the 

full-field stereoscopic imaging system, the apparatus developed for controlling in-

flation of the lung, and the experimental protocol performed on the rat lungs and 

the. Section 3 presents  preliminary pressure-volume results from the experiments 

and lung surface tracking results. Limitations of the imaging system are described 

and approaches for improving the system are discussed in Section 4. 

 

2 Methodology 

2.1 Measuring the pressure-volume relationships in rat lungs  

 Sprague-Dawley rats were used in this study for two key reasons: their similar-

ities to humans in alveolar air-space enlargement with age [21], and their relatively 

large alveoli (~90 μm diameter) [21] compared with lung size (~20 mL) [22], ena-

bling visualisation of subpleural alveolar deformation by optical coherence tomog-

raphy (which has a voxel size of ~15 µm × ~15 µm × ~15 µm). The animals used 

in this study were large male (350 ± 50) g Sprague-Dawley rats, taken as cull rats 



4  

from breeding stock. Due to the nature of cull rats, their ages were unknown. A real-

time pressure control system was developed to measure quasi-static lung pressure-

volume relationships.  

A compactRio (National Instruments) based real time pressure control system 

has been developed to control the inflation of the lungs of the Sprague-Dawleys. A 

syringe pump set up gives us the ability to control pressure in real time with volume 

and pressure resolutions of ±5 µl and ±5 Pa respectively. To achieve this a 100 ml 

glass syringe has been mounted and actuated by a Physik Instrumente DC-Mike 

linear actuator that has an accuracy of of 0.0592 µm. The system is currently set up 

to servo on pressure, inflation routines step the pressure in 100 Pa increments up to 

a set point.  

 

Fig. 1. Annotated CAD model of the syringe pump setup mounted on an optical board. 

2.2 Imaging lung surface displacement during inflation  

A full field stereoscopic imaging rig was designed and built to track the surface 

displacement of the lung during pressure-controlled inflation. The design and con-

struction of this rig is described in the following sections. 

2.2.1 Rig design  

FLIR BlackflyS monochrome cameras that feature a SONY IMX250 sensor were 

selected for imaging the lung due to their high quantum efficiency and high signal 

to noise ratio (4760 signal to noise ratio or 73 dB dynamic range). The sensors had 

a 2448 pixel × 2048 pixel resolution (5.0 MP) with a 3.45 µm pixel size and were 

capable of imaging at 75 frames per second.  
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A theoretical analysis was performed to determine the optimal number of cam-

eras that would be required to reconstruct the shape of the lung surface during the 

lung ventilation experiments. A geometric model based virtual camera rig was used 

to determine the number and optimal placement of the cameras. This was achieved 

by using stereo vision techniques to back-project points on the surface of a repre-

sentative rat lung surface mesh onto each of the camera views. The focal distance 

of the lens, and the arrangement of the cameras, were then selected to maximise the 

field of view of the lens while also ensuring that at least 3 cameras could see corre-

sponding points on the majority of the lung surface to ensure robust 3D surface 

reconstruction. Surface points were only back-projected and used in the analysis if 

the angles between the surface normal of the lung mesh and the camera’s optic axis 

were under 45°. Surfaces that were very oblique to the camera’s optic axis were not 

considered for this analysis. This led to the final design of an eight-camera stereo 

imaging system shown in Figure 2 that used Fujinon 25 mm lenses (HF25SA-1), 

which had a minimum object distance of 100 mm. In this configuration, 97 % of 

points on the lung surface could be seen in at least two cameras, while 92 % of 

points could be seen in at least 3 cameras. While, the individual cameras could have 

been placed at arbitrary positions, the camera placements were constrained to regu-

lar shapes to simplify machining of the frame and ensure the frame was  rigid. 

The octahedron and camera mounts were all designed to ensure that the centres 

of the camera sensors were held at least 223 mm apart to allow the lung to be viewed 

at the minimum object distance for the selected lenses. 

  

Fig. 2. a) The optimal 8 camera design of the stereo imaging system that will be used to reconstruct 

the shape of the lung surface and track surface deformation at different inflation pressures. The 

virtual camera rig with the optimal camera arrangement is shown on the left. An example field of 

view for camera 1 is shown, along with the mesh model used for designing the rig at the centre of 

the octahedron. b) The CAD of the rig was developed in SolidWorks to mount the cameras at the 

required locations on the rig. 
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2.2.2 Rig construction  

With the theoretical analysis of camera placement completed, a rigid camera rig was 

designed in Solidworks. To ensure complete rigidity between the cameras, the ge-

ometry of the camera rig was designed as a regular octahedron. The camera mounts 

and octahedron corners were machined, in house, out of aluminium for rigidity, and 

connecting pipes were selected with an outer diameter of 30 mm and a wall thick-

ness of 1.6 mm. The constructed rig is shown in Fig 3. The preliminary lung surface 

tracking results described in Section 3.2 were obtained using a single camera. To 

obtain these results, four high power 1270 lm LED Engin LZ1-10R200 light emit-

ting diodes were used with diffusers to ensure even lighting and to reduce noise in 

the camera images. Image acquisition from the cameras was performed in Labview 

and the cameras were synchronized using a software trigger. 

 

 

Fig. 3. Rig constructed for performing full-field imaging of the lung surface during pressure con-

trolled inflation experiments.  

2.2.3 Calibration 

The cameras were calibrated prior to making measurements using a multi-plane 

direct calibration method developed using OpenCV tools. To robustly calibrate the 

cameras, multiple images of a checkerboard pattern, with a known square size, were 

acquired within the field of views of all cameras. This procedure was automated to 
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ensure the calibration procedure was accurate and rapid. A Stewart platform provid-

ing six degrees of freedom (3 translation, 3 rotation) and constructed in-house using 

Firgelli 120 mm linear actuators, was used to move the calibration pattern within 

the field of views of the cameras. This enabled us to collect a 125 calibration images 

in under 3 minutes. 

These were used to identify the intrinsic parameters of each camera (describing 

the focal length, image sensor format, principal point, and radial and tangential dis-

tortions of each lens) for the current study. In future studies, the extrinsic parameters 

(describing the relative location and orientation of each camera) will also be identi-

fied for 3D reconstruction of the lung surface.  

2.2.4 Surface tracking 

A subpixel accurate phase-based cross-correlation (PCC) technique [23] was 

used for tracking the lung surface deformation between the image frames captured 

at two different inflation pressures. This technique involved cross-correlating sub-

regions of the lung surface. The amplitude and phase spectrum of these cross-cor-

related subregions could be analysed in the frequency domain to efficiently identify 

the displacement of the subregions with subpixel accuracy (for example, with errors 

less than 0.05 pixel when recovering known rigid body displacements [23]). The 

PCC technique was applied in this study by first defining a grid of virtual points on 

the surface of the lung that could be seen in one camera. Square 64 pixel × 64 pixel 

subregions centred at these virtual points were then independently tracked across a 

pair of frames using the PCC technique. 

2.3 Experimental protocol  

Initial studies were performed on excised rat lungs that were intubated under 

real-time pressure. Lungs were dissected from the euthanized rats. During dissec-

tion, prior to opening the chest cavity, the trachea was exposed and the rats were 

intubated using a blunted 1.65 mm outside diameter (16 G) hypodermic needle. 

Pressure was monitored using a Honeywell pressure sensor to ensure the lungs were 

not subjected to excessive inflation pressures. The lungs were then manually in-

flated using a syringe up to a pressure of 1000 Pa so that they would not collapse 

upon opening the chest and release the negative pressure. Before imaging, to recruit 

the collapsed alveoli, lungs were fully inflated to 2800 Pa and held until inflation 

stopped. If inflation halted before full alveolar recruitment, pressure was cycled si-

nusoidally between 1000 Pa and 3000 Pa. 

The pressure control system described in Section 2.1 was then used to inflate the 

lungs to different physiologically relevant pressures, ranging from 1000 Pa to 

2800 Pa during stereo imaging with 6 s holds between steps, an example of the in-

flated lungs can be seen in Figure 4. 
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Fig. 4. Inflated whole lungs under pressure control at 2500 Pa. The syringe pump system can be 

seen in the background. 

3 Results 

3.1 Pressure-volume relationship in rat lungs 

Preliminary pressure-volume results from the experiments performed in this study 

are shown in Figure 5. These results exhibited hysteresis due to inflation with air 

rather than saline, and were similar qualitatively  to those previously measured in 

the literature [24]. The results show that the lung volume increased or decreased at 

different stages of ventilation when the pressure was held constant (indicated by 

the vertical lines in Figure 5). Figure 5 shows a clear, sudden, reduction in pres-

sure when held at 900 Pa, this is likely caused by the opening of a number of alve-

oli that had previously been held closed by the surface tension in the surfactant. 

3.2 Lung surface tracking 

The preliminary tracking results in Figure 6 show 2D surface tracking results from 

the anterior surface of the left rat lung lobe from one camera.  These results indi-

cated that there was a continuous displacement field between the two inflation 

pressures in which the lung surface was imaged.  
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Fig. 5. Typical pressure volume loop for ex-vivo rat left lobe, inflated under pressure control. The 

pressure was incremented in 100 Pa steps to generate the loading and unloading curves, the arrows in-

dicating the direction of loading and unloading. 

 

4 Discussion 

This paper described the development and implementation of the first real-time im-

aging system for tracking deformation of the intact lung surface under pressure-

controlled ventilation. Lung tissue is extremely delicate and prone to damage during 

dissection. Traditional approaches for measuring pressure volume curves in lungs, 

either under volume or pressure controlled inflation, require the flow-rate to be 

monitored to estimate the volume of air in the lungs. However, these approaches 

are highly susceptible to leaks. A benefit of our system is the ability to control pres-

sure allowing us to maintain the forces on the tissue while using 3D reconstruction 

of the entire lung surface for estimating lung volume. 

Preliminary results were presented that demonstrated the novel physiological 

data that can be produced from the system. The surface tracking results showed that 

the displacement field between two relatively high inflation pressures were contin-

uous. Future studies will investigate if this is also observed at lower inflation pres-

sures to determine if the pleural surface stretches and expands to accommodate in-

crease in lung volume during inflation. While polarising filters were placed in front 

the camera lenses, specular reflections from the LEDs were observed on the surface 

of the lung. Tracking cannot be accurately performed in these regions and were 

masked out of the results presented in Section 3.2. These reflections can be reduced 

by using more translucent materials to construct the diffusers for the LEDs, and 

adding polarisers in front of the diffusers. 
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Fig. 6. 2D displacement vectors indicating the motion of the anterior left lobe surface of the rat 

lung between an inflation pressure of 2200 Pa and 2300 Pa. The arrow lengths have been in-

creased by a factor of 2 for visualisation purposes. 

 

The results presented in this paper only considered tracking of the lung surface 

from a single camera. This analysis will be extended to track and reconstruct surface 

deformation across all eight cameras in 3D allowing for full field measurement of 

lung surface deformation. 

A limitation of the imaging system is that it only provides deformation measure-

ments on the surface of the lung. Investigating the behaviour of the subpleural of 

the lung is of importance, particularity for determining the mechanism by which the 

lung expands as described in Section 1. However, to date, there has been insufficient 

experimental evidence for proving either of these theories. To address this limitation 

of our imaging system and test existing hypotheses in the literature, we have been 

developing an optical coherence tomography (OCT) imaging system that can pro-

vide dynamic imaging of the pleural and subpleural surfaces of the rat lung, with 

the aim of visualising and tracking 3D deformation of alveoli during ventilation.  
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5 Conclusions 

A system was developed for inflating rat lungs to a specified pressure set point. 

Further to this, an imaging setup has been designed and tested that allows for the 

3D measurement of surface strains during quasi-static inflation of the lungs. Pre-

liminary results showed pressure-volume measurements that were consistent with 

those previously measured in the literature, and the surface tracking results pro-

duced displacement fields between inflation pressures were continuous. We envi-

sion that the computational models that can be developed and validated from the 

rich datasets that will be obtained from this system would help us better understand 

the mechanisms behind decline in lung function with aging with the aid of compu-

tational modelling, and guide the development of new diagnostic methods to distin-

guish age from lung disease. 
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Abstract This work presents a non-destructive method to assess mechanical prop-

erties of the patient-specific soft tissues of a multi-organ system under large strain. 

The presented application is focusing on the female pelvic cavity. Based on an ex-

perimental data bank of mechanical properties, dynamic MRI’s displacement field 

analysis, MRI’s geometrical reconstruction and FE model of the pelvic cavity, a 

protocol has been developed to identify the material properties of a specific patient’s 

organs. The purpose of this paper is to tackle that issue by using an inverse Finite 

Element analysis. Mechanical properties of the soft tissues are optimized to obtain 

the MRI’s observed displacement of the cervix on the FE model. 

Introduction 

According to the Birth Trauma Association (BTA), in the UK alone (777,000 

births in 2015), around 10,000 women a year develop Post Traumatic Stress Disor-

der (PTSD) and an additional 200,000 may feel traumatized by childbirth and de-

velop one or more symptoms of PTSD. The well-being and healthy recovery of 

patients after labour, delivery and in the postpartum can be for instance impaired by 

emergency cesarean section (20% at first delivery), instrumental delivery (10-15% 

at first delivery), or severe perineal tears involving the anal sphincter (around 5% at 

first delivery) [1]. In the postpartum period, this would mean 1 million women in 

Europe every year. Along the same lines, this would mean 65000 women with se-

vere and around 130,000 women with moderate post-traumatic stress disorders. 

More and more pregnant women ask for a personalized/individual information 

about their own risk incurred at the time of childbirth, performed ahead of the event 

[2]. Medical doctors need to be informed on patient’s specific mechanical properties 

to analyze physiology, physiology-pathology or delivery and identify potential risk 

factor. The stiffness of biological tissues significantly affects the mobility of the 

pelvic system. Tissues stiffness have thus an impact on pathologies and surgical 



treatments, when occurring. It would therefore be a major improve of patient’s treat-

ments to determine the in-vivo mechanical properties in order to define accurately 

pathologies and estimate surgical technics accuracy. This approach could be used 

to perform patient-specific simulation to help for treatments and/or prevention. 

In obstetrical medicine, it is common to carry out diagnoses by considering geo-

metrical aspects through medical imaging techniques [3]. However, there is scien-

tific lock to characterize the mechanical properties of the pelvic system in an in-situ 

way. The proposed solution is the use of computational biomechanics, and more 

specifically personalized simulation for this kind of patient diagnosis, by solving an 

inverse problem.  

Inverse method is commonly used in mechanical engineering to identify un-

known parameters thanks to FE analysis and a range of identified and controlled 

parameters [4]. It is a well-known technique, but such an approach requires devel-

opments in a biomedical context. Due to the uncertainties resulting from employed 

techniques and biological dispersions, such a tool needs an adapted protocol. 

First, the model must be patient specific following the different needs of the in-

verse method. This requires significant work on the geometrical definition of the 

system, representative of the patient while limiting measurement uncertainties [5]. 

This competence demands reliable image processing and reconstruction algorithms 

adapted to this pelvic system in clinical situation. Current developments show a 

strong contribution of the research community in the automation of such reconstruc-

tion protocols [6], [7]. According to the observable value expected to resolve in-

verse problem, the dynamic MRI makes it possible to quantify the displacement 

field of organs according to image registration techniques [8]. Then, as in any me-

chanical problem, we must also know the loading condition applied to the system 

corresponding to a pushing effort, which is well documented in the literature [9], 

[10]. Finally, the identification of mechanical properties, behavior law of soft tis-

sues or interindividual dispersion frequently involved in pelvic cavity investigation 

[5], [11], [12], [13] but difficult to link correctly to the specific mechanical proper-

ties of a specific patient, can be addressed by inverse method. 

This paper presents through the inverse approach the different input (geometry, 

loading, displacement and behavior law), required to identify the patient-specific 

mechanical properties. In a first part, we will evaluate the numerical process and in 

a second one, it will be applied to specific patients to validate our approach, discus-

sions and conclusions will end the paper. 



Material and method 

FE Models generation 

In order to succeed in identifying the mechanical properties of pelvic organs with 

our non-destructive approach, the first step is to define the specific geometry of 

patient in order to generate a personalized model compatible with FE analysis. 

The first requirement concerns the acquisition of the geometry of the entire pel-

vic cavity. This step is carried out by MRI technique with a protocol conventionally 

used during clinical examination (3 Tesla MRI through 3 sequences of 2D images 

on the axial, coronal and sagittal incidences). This approach leads to constraints on 

the accuracy of the pixel size (0.7 mm), but it was chosen deliberately to ensure 

future clinical applications (figure 1a). MRI images are segmented by surgeons and 

radiologists, whose skills make it possible to determine precisely the main anatom-

ical structures. The 3D model is then generated on Avizo software in order to have 

a three-dimensional representation of the organs and muscles (Avizo Standard edi-

tion 7® Visualization Sciences Group VSG, SAS). Next, we use CAD software to 

define representative surfaces of the system through B-splines. This step is neces-

sary to make the geometric representations compatible with our FE simulations (de-

lete reconstruction artefacts, interface between anatomical structures …). During 

this step, we also add some anatomical suspension structures, which are not visible 

to MRI due to insufficient resolution to be reconstructed (figure 1b). Previous work 

is already published on this model and the requirement to take into account those 

structures to represent the kinematics of the system during the FE simulations [5].  

  

 

Fig. 1 (a) MRI of the 4th patient on the sagittal plane and (b) associated geometrical model with 

loading and boundary conditions. 1 uterus, 2 broad ligament, 3 round ligament, 4 paravaginal lig-

ament, 5 umbilical ligament, 6 bladder, 7 Halban’s fascia, 8 interface between bladder and pubis, 

9 uterosacral ligament, 10 rectum, 11 interface between rectum and sacrum, 12 rectovaginal sep-

tum, 13 vagina, 14 pelvic floor. 



In parallel to the static MRI analysis, dynamic MRI protocol was performed on 

patient in order to analyze the mobility of organs. The method used follows an ap-

proach already published based on image registration [8]. This essential step allows 

us to quantify specific mobility according to a pushing effort, corresponding to ab-

dominal pressure. The internal pressure in the pelvic cavity has not been measured 

during MR imaging. Several pushing efforts can be considered in the literature with 

different levels of pressure, estimated using urodynamic techniques for several con-

ditions (jump, valsalva, cough, abdominal effort...). In this context, we based our 

approach on a moderate effort with respect to the dynamic MRI examination. The 

patient performs an abdominal effort gradually with an end-of-thrust preservation 

to have more information on dynamic MRI. In this context and according to the 

literature, the effort is set to the order of 1 KPa. [10]. 

 

As the aim is to define the mechanical properties of organs with inverse method, 

the mechanical properties are not specified. However, we rely on the results known 

in the literature to define the behavior law used [11], [14], corresponding to a hy-

perelastic model (second order Yeoh model) [5], [15]. In this model the strain en-

ergy function depends only on the first invariant, I1, of the Cauchy-Green strain 

tensor and is given in equation 1. 

 𝑊(𝐼1) = 𝐶0(𝐼1 − 3) + 𝐶1(𝐼1 − 3)2 (1) 

Such strain energy density is defined by a C0 value, which at low strain repre-

sents the initial modulus of stiffness, and a C1 value, which allows the high increase 

in stiffness under large strains. 

Inverse method 

In order to perform successfully our inverse method approach (figure 2), it is 

necessary to define the geometry of the whole system, the behavior law type, the 

boundary conditions and the observed displacement. For this last point, dynamic 

MRI is used to quantify mobility of each patient at the end of abdominal thrust [8]. 

An algorithm is applied on the measured displacement field results to average the 

mobility on different anatomical areas. Equivalent algorithm is used to average the 

simulation results, based on the FE meshing in those areas. We mainly focus on the 

cervix location because it presents an essential criterion for the quantification of 

displacements, especially in pathological situation such as cystocele [5]. This meas-

ured displacement will become our target value in the inverse method by compari-

son with FE results. This problem can be formulated as a minimization of a func-

tional with respect to the 𝐶0𝑣𝑎𝑔 value, where 𝛺 corresponds to the cervix area where 

displacements are measured, 𝑈𝑓𝑒𝑚 the magnitude of displacement on FE simulation 

and 𝑈𝑚𝑟𝑖  the magnitude of displacement on dynamic MRI analysis (equation 2). 



 𝑎𝑟𝑔𝑚𝑖𝑛
𝐶0𝑣𝑎𝑔

∫ (𝑈𝑓𝑒𝑚 − 𝑈𝑚𝑟𝑖)𝛺
 (2) 

 

 

Fig. 2 General overview of the optimization algorithm (Blue: input measurements, red: Output 

identified parameters). 

Since the goal is to identify the material properties of each organ, the inverse 

method process aims at defining material properties comparing FE model displace-

ments evaluation to measured displacements. Experimental results on various tis-

sues of the pelvic system, defining the Yeoh model, are sufficiently numerous to 

perform a statistical analysis [11-14]. In order to index the simulation in a coherent 

range, the intervals between the first and the third quartile are considered to search 

the real material properties [5]. To limit the input parameters, we focus our exami-

nation only on the C0 value, as the C1 value corresponds to the large strain (not 

observed on our dynamic MRI analysis). As this study is focused on physiological 

mobility, the displacement partially involves these large deformations on our sys-

tem. The stiffness of the C1 value of vagina is assumed to change in accordance 

with the C0 value. The same approach was applied to the other organs, considering 

a relationship between each parameter based on the statistical data (equation 3). We 

have also considered simulation methods to analyze the C1 sensitivity. On converge 

solution, a modification of C1 shows a little influence on the mobility response in 

such physiological case. The observed deviation is near the results already pub-

lished [5]. 

 

[
 
 
 
 
𝐶1𝑣𝑎𝑔

𝐶0𝑟𝑒𝑐

𝐶1𝑟𝑒𝑐

𝐶0𝑏𝑙𝑎

𝐶1𝑏𝑙𝑎 ]
 
 
 
 

=

[
 
 
 
 
−4.12 5.14 −0.25
   2.81 −0.47 0.10
−4.51 1.88 −0.10
−1.52   0.82  −0.04
  3.12 −0.53  0.03 ]

 
 
 
 

  [
𝐶0𝑣𝑎𝑔

2

𝐶0𝑣𝑎𝑔

1

] (3) 



Application 

Four patients, presenting a normal gynecologic examination without noticeable 

medical history, have been integrated in the protocol (institutional ethical approval 

CEROG OBS 2012-05-01 R1). On a first stage, three of them, with similar mobility 

analysis, were selected to create a generic model built thanks to the average geom-

etry of anatomical structures. This generic model is used to validate our tools re-

ducing the influence of geometry on our simulation. The objective is to identify on 

this model the material properties of the organs to reach an imposed displacement 

corresponding to the one observed on MRI. This displacement is focused on the 

cervix area and computed thanks to the dynamic MRI analysis of the 3 patients 

(mean value). By coupling this target with the generic model representative of 3 

patients, material identification results could be considered as average properties. 

Comparison with experimental databank will allow us to validate the methodology 

[11-14]. The second stage is to integrate the patient specific geometry on the FE 

model with the same displacement approach to quantify the inter-individual differ-

ences on our protocol. The last stage is to apply this protocol to the fourth patient, 

out of the cohort for generic model, and presenting a higher displacement field.  

 

To summarize, we have 3 application sets where the material properties will be 

automatically identified: 

– Phase 1: “Generic” model; average of 3 patients  

– Phase 2: “Patient-Specific like” models; on the 3 previous patients  

– Phase 3: “Patient-Specific real” model; 4th patient presented higher displace-

ment on dynamic MRI. 

Results 

Generic model 

 To validate our numerical approach, a first simulation set was tested with the 

generic model, representative of the 3 patients. The optimization algorithm con-

verges after four iterations with a target at 8 mm displacement (criteria at 10-3mm 

deviation compared to target value) and allow us to identify the material property 

of vagina and more precisely the C0 value on our Yeoh model near to 0.16 MPa 

(figure 3a). The C0 and C1 values (being in MPa) for the vagina, rectum and blad-

der, returned by this optimization are C0vag= 0.16 MPa, C1vag= 0.48 MPa, C0rec= 

0.10 MPa, C1rec= 0.09 MPa, C0bla= 0.06 MPa, C1bla= 0.03 MPa. Those parame-

ters are then used to plot the behavior law (figure 3b). To anticipate the potential 

variation of pressure level, we have performed simulation with a ±10% pressure’s 



change to analyze the influence of such pressure on the identified mechanical prop-

erties. As example on this generic model, the C0 values of vagina for a loading 

condition defined at 0.9 kPa, 1 kPa and 1.1 kPa are respectively 0.12 MPa, 0.16 

MPa and 0.20 MPa. This difference is relatively minor when compared to the dis-

persion observed on the experimental test on vaginal tissue (minimum value at 

0.003 MPa and maximal value at 0.7 MPa). 

  

 

Fig. 3 (a) Displacement magnitude at the cervix for different values of C0vag, computed during 

the optimization process, (b) behavior law for the vagina, rectum and bladder with the C0 and C1 

values determined by the optimization algorithm.  

 This first result allows us to validate our methodology with an identification of 

material properties for each organ. Since during this step one considers an average 

model with average displacements targeted, the identified mechanical properties are 

corresponding to representative values of our cohort. Results are in the range of our 

experimental data bank allowing us to observe a good response from our method-

ology. 

Patient-specific simulation 

The protocol is now applied to a patient-specific geometry. In that case, we as-

sume that in physiological case, actual pressures and observed displacements are 

the same for all three patients. The problem is only solved with consideration of the 

geometrical variation, comparable to an inter-individuality (figure 4a). It leads us to 

study the material influence and validate our approach by comparing the results to 

the databank deviation (figure 4b). The algorithm was run for three models (G-PS1, 

G-PS2, G-PS3) with patient specific geometries. The algorithm converged after 6 

iterations for G-PS2 and G-PS3. Identified values are in the range between Q1 and 

Q3 for each organ [2]. Optimization of the G-PS1 model converged after the fifth 

iteration while the estimated C0vag (0.23 MPa) value was somewhat higher than 



the Q3 value (0.22 MPa) but still largely lower than the maximal experimental value 

(0.72 MPa). Figure 4a shows the steps of the iterative optimization process for the 

models as well as the fitted curves (R>0.999). 

 

 

Fig. 4 (a) Displacement magnitude at the cervix for different values of C0vag of the three Patient-

Specific models, (b) behavior law for the vagina plotted for the generic and 3 PS models where 

the c0vag and c1vag values are determined by the optimization algorithm (GEN: results on GE-

Neric model, G-PSn: Results on Patient-Specific model). 

Patient-specific results with the consideration of physiological displacement 

show that the study of mobility is a competition between material properties and 

geometrical definition. Variations can be observed on the 3 material properties of 

each organ and appear quite superior to the mean value of experimental data. For 

example on vagina of G-PS1, G-PS2 and G-PS3, the C0 value is 0.23 MPa, 

0.12 MPa and 0.19 MPa respectively where the mean value on experimental data-

bank is 0.11 MPa.  

Patient specific details 

 The last part of the study is focused on a fourth patient, out of the cohort used 

to generate the generic model. Futhermore, the analysis of the dynamic MRI reveals 

a higher displacement of the cervix area of 14.5mm. This value is used as a target 

on our algorithm (figure 5). The strain is greater on this patient but the observed 

displacement remains in a physiological domain with relatively low mobility when 

compared to pathological mobility. The identified mechanical properties of this pa-

tient give a C0 value for vagina at 0.13 MPa. 



 

Fig. 5 Comparison between (a) displacement fields of dynamic MRI (outlines in white: initial 

position of organs, outlines in color: displacement magnitude at the end-of-thrust) and (b) FE re-

sults of the identified solution with definition of different analysis area. 

The displacements computed from medical-imaging data analysis are compared 

with our FE simulation results. On FE model, the nodal displacements in a given 

region of interest (ROI) are considered for the cervix (optimization criterion) and 

are related to the same ROI of the MRI, equivalent to a dozen voxels (figure 5b). It 

is interesting to verify the accuracy of the displacement field in other areas of the 

pelvic system. The displacements of bladder and rectum are also measured on the 

top. The front and the back of each organ are considered on MRI and FE results to 

study the mobility near the fasciae (figure 6b).  

  

 

Fig.6 Patient-specific comparison between FE and MRI results for (a) the upper zones of organs 

and (b) anterior and posterior location of the bladder, vagina and rectum. The localization of the 

analysis areas is defined on the figure 5b. The definition of those areas is linked to the pixel size 

of the dynamic MRI and the corresponding nodes of the FE model. 



Discussions 

The use of medical imaging techniques allows us to reconstruct the geometry 

and to analyze a displacement field of the pelvic cavity under an imposed pushing 

effort. Through the FE simulation, the coupling of these two data with the 

knowledge of the behavior laws of the constitutive biological soft tissues enabled 

us to characterize the hyperelastic properties of the pelvic organs. This method 

makes it possible to define the specific mechanical properties of the patient. This 

first study shows that our algorithms converge for both representative generic mod-

els and patient specific simulations, allowing using a new method of nondestructive 

characterization for multiple organs under large strain. 

The values identified are in the range of our experimental data bank, which re-

veals the good correlation between the numerical model and the experiments in this 

application. However, it would be interesting to carry out a study of the uncertain-

ties caused by the measurement errors of such devices. Some variations on FE dis-

placement results can be observed when the geometry changes due to the MRI res-

olution [2]. In this patient-specific application, we considered the geometry of 

organs as correct values without deviation. Uncertainties related to FE model gen-

eration and inverse method could be considered to see the consequences on me-

chanical property results. We could also consider a study of sensitivity on every 

parameter used for the behavior law of every organ in order to reach a better evalu-

ation of the mechanical properties with a relevant estimation of uncertainties.  

Concerning the anatomical area, we were able to show a good correlation at the 

loading zones located on the top of the organs (figure 6a). Observations on the an-

terior and posterior area of organs are more dispersive (figure 6b). This point un-

derlines the transition to an approach with an identification of the mechanical prop-

erties of the fasciae and ligaments. This strategy will make it possible to have a 

complete model of the pelvic cavity without constraining the mechanical behavior 

of structures. In the same way, we could consider intra-organ gradients of mechan-

ical properties to increase the precision of our approach. 

During the displacement field analysis, intravaginal gel escapement was de-

tected. The discharge of this cavity could explain also the differences observed lo-

cally in the anterior and posterior areas. Since the cervix is constrained by the ana-

tomical structures of suspensions (Uterosacral and cardinal ligaments), its 

displacements are constrained as well. The mobility of the parts situated in the mid-

dle of the organs is less affected by this phenomenon involved by limiting condition 

because the structures of suspensions are less numerous. The behavior law of the 

fasciae is not statistically described in the literature, which leads to greater variation 

in these areas. Experimental work on these anatomical structures need to be consid-

ered in future works to increase the representativeness of the model in these zones. 

Therefore, it is relevant to study the cervix displacement since they are well defined. 



The internal pressure intensity, within the MRI chamber, is strongly conditioning 

our inverse method inputs and has some potential consequences.  The study of sen-

sibility reveals that patient-specific value of pressure levels is needed to predict ac-

curately the material properties. The imposed pressure is specific to the patient, such 

as mobility and geometry, thus one need to have a measurement means to estimate 

more accurately dispersion. This justifies our conclusion to develop a device allow-

ing us to obtain this value during the dynamic MRI. 

Conclusion 

This non-destructive identification approach allows us to identify, for several 

organs in a single analysis, the material properties of soft tissue under large strain. 

This application to pelvic system is based on different tools commonly used on bi-

omedical engineering (FE simulation, behavior law, geometrical definition from 

MRI, displacement field analysis from dynamic MRI). In the presented application, 

we based our study on these different patient-specific aspects to categorize mechan-

ical stiffness. Results are in the range of experimental data bank. In this methodol-

ogy, the applied pressure is not yet specific to the patient. It is currently impossible 

to perform MRI exam of a patient and to know the coupled pressure levels, trans-

ferred to the system. Since this should also be patient specific data, rather than lit-

erature review evaluation, we should measure them to have a fully patient-specific 

approach. Works are in progress to develop an intravaginal sensor, which is com-

patible with dynamic MRI exam and measure the exact pressure imposed on our FE 

approach. 
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Abstract 

Aortic dissection is where the medial layer of the arterial wall is separated by a 
tear leading to intramural bleeding. The blood forms an alternate channel of flow 
known as the false lumen. Thrombosis of the false lumen is common in cases of 
dissection as flow conditions are typically more stagnant than in the true lumen. 
Central to the process of thrombosis is the activation and aggregation of platelets 
in the blood. Therefore, the aim of this work is to simulate the transport of plate-
lets in a case of Type-B aortic dissection in a clinically-relevant timeframe. 

We investigated a 38 year old female with Type-B aortic dissection. After re-
constructing the contrast-enhanced computed tomography (CT) scans into three 
dimensions, we created a computational mesh of polyhedral and prism elements. 
We used realistic boundary conditions at the inlet and at the outlets via 3-element 
Windkessel models. A one-way Lagrangian method was used to model the trajec-
tories of platelets and particles were injected for 11 seconds over 16 cardiac cy-
cles. The total number of injected particles was 1.5M. We ran our simulations on 
512 cores of the MAGNUS supercomputer at the Pawsey Supercomputing Centre. 

We observed elevated residence times of these particles in regions of both 
stagnant (low TAWSS) and recirculating flow (high OSI), emphasising the need to 
consider both TAWSS and OSI in thrombus susceptibility predictions for dissec-
tion. Tear geometry was seen to have a dominating effect on TL haemodynamics, 
with platelets colliding and adhering to the wall primarily around the proximal en-
try tears and supra-aortic branching vessels.  
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The complex flow patterns support the need for computational modeling to re-
veal flow conditions and prognosis for Type-B aortic dissection patients. Further-
more, high-performance computing enables computationally expensive patient-
specific simulations to be carried out within a clinical timescale. 

 
 
1   Introduction 

Aortic dissection is where the medial layer of the arterial wall is separated by a 
tear leading to intramural bleeding [1]. The blood forms an alternate channel of 
flow known as the false lumen (FL). The aorta may then have a series of tears be-
tween the true lumen (TL) and FL. The disease is the most common acute aortic 
condition to require urgent surgical intervention [2-6]. Treatment of the disease 
can be divisive amongst clinicians as little is understood about the mechanics of 
the disease and early warning signs of complication. Complications of the disease 
may be either (a) malperfusion syndrome where the dissecting FL occludes a 
branching artery leading to end-organ ischemia (lack of blood supply) [7] or (b) 
hemorrhage resulting from rupture of the false lumen [8]. Type-B refers to the 
Stanford classification of aortic dissection, where the FL begins distal to the left 
subclavian artery, the last of the three main arteries to branch off the aortic arch. 

It is common in cases of dissection to observe the development of intraluminal 
thrombus in the FL where flow conditions are typically more stagnant than in the 
TL. In predicting complication it appears that the patency of the false lumen 
shows some promise as a prognostic tool. Imaging studies have followed the out-
comes of patients with a fully patent lumen and have concluded that this is associ-
ated with poor outcomes [3, 9-11]. Research shows that partial thrombosis of the 
FL is even more detrimental with a 2.7-fold increase in death when compared with 
cases where the FL is fully patent [9, 12]. A fully thrombosed FL represents a sta-
ble form of the disease where intervention is no longer required. The alternate 
channel created for the blood to flow through has been naturally occluded elimi-
nating the risk of further progression. This link between patient outcomes and the 
development of thrombosis in the FL has lead computational research into aortic 
dissection to focus on thrombus development modelling [13]. An accurate compu-
tational tool that could predict thrombosis of the FL would allow the treating cli-
nician to determine the prognosis. 

Central to the process of thrombosis is the activation and aggregation of plate-
lets in the blood. Recirculation zones in the FL that exhibit long residence times 
for platelets and low wall shear stress (WSS) conditions create the necessary envi-
ronment for platelet aggregation and eventual deposition [13-15]. The transport of 
platelets through the system can be effectively simulated using Lagrangian multi-
phase models available in STAR-CCM+ (Siemens, Berlin). By injecting and 
simulating the platelet trajectories in aortic dissection we are able to examine the 
susceptibility of sections of the geometry to thrombogenesis and help form early 
hypotheses as to the dominant flow patterns that encourage thrombosis. 
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Therefore, the aim of this work is to simulate the transport of platelets in a case 
of Type-B aortic dissection. To the authors knowledge a simulation of platelet 
transport has not been performed in aortic dissection until now. It is common to 
examine relative residence time (RRT) in arterial haemodynamic studies which is 
calculated using WSS and oscillatory shear index (OSI) at the surface. The simu-
lation of physical particles in this study considers particle age after collisions with 
the wall and allows for analysis of the platelets which adhere to the wall. 
  
 
2   Method 

2.1   Patient details and imaging 
The patient was a 38 year old female who attended the Cardiovascular and Tho-
racic Surgery Department at the University Hospital Liege, Belgium. This repre-
sents a unique case as the patient is particularly young with no indication of any 
connective tissue disorder. Contrast-enhanced computed tomography (CT) was 
performed (slice thickness 1 mm), as well as imaging with 18F-FDG Positron 
Emission Tomography (PET), an effective method to identify inflammation in the 
aortic wall [16], which revealed significant myocarditis. The patient also had se-
verely impaired ejection at only 25% with a 130/70 mmHg resting blood pressure. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 A cross-section of the geometry showing the first 8 entry tears (T1-
T8). Distal to this (not shown) are two small re-entry tears. 
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2.2   Patient-specific Reconstruction 
The dissecting aorta was segmented from the CT scan based on pixel intensity and 
then reconstructed in 3D using Mimics (v19.0, Materialise, Belgium). Further 
manual manipulation was required to remove the minor arteries and scan artifacts 
using surface repair tools allowing for the deletion and creation of surface cells 
that more accurately represent the lumen wall [17]. The locations of the entry and 
exit tears between the TL and FL were identified on the original CT image and 
this was used as a reference point to ensure that all were incorporated into the final 
geometry. The geometry was smoothed using a Laplacian method to remove any 
sharp edges in the surface and represent the lumen wall as accurately as possible. 

2.3   CFD Mesh 
A greater number of cells are required in regions of steep velocity gradient to ac-
curately compute the flow. Aortic dissection cases are likely to be the most com-
plex geometries analysed in arterial CFD as the internal structures create very 
steep velocity gradients throughout the model. The meshing protocol used for this 
simulation was designed for an efficient allocation of cells within the fluid domain 
and performed using the angle-based selection of surface cells and reduced cell 
size remeshing, using the surface-preparation and meshing tools available in 
STAR-CCM+. The nature of this process allows it to be automated and executed 
remotely. 

Polyhedral cells were used for the majority of the fluid domain for their superi-
or accuracy and efficiency [18]. The prism-layer mesher was used to create a high 
number of anisotropic cells in close proximity to the non-slip luminal wall to ac-
curately capture boundary-layer. The prism layer thickness, t, was sufficiently 
large as it followed the boundary-layer width expected for Hagen-Poiseiulle flow. 
The relationship is dependent on the local vessel radius, R as has been adopted in 
similar CFD investigations [19, 20]. 
 

   (Equation 1) 
 
A stretching parameter, S is also specified to allocate a decreasing number of cells 
as we move away from the arterial wall, towards the centre of the artery where the 
velocity gradient eases. The same process has been adopted in similar CFD inves-
tigations where S is dependent on the total number of prism layers, n [19, 20]. 
 

    (Equation 2) 
 

To further ensure that the flow dividers and tight bends in the geometry re-
ceived preferential allocation of cells in the meshing process, careful attention was 
given to the surface mesh prior to generating a volume mesh. The surface mesh 
forms the basis of the volume mesh and so by reducing cell sizes around particular 
features, refinement of the volume mesh would follow. The process started with 
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re-meshing the entire surface to faces with an edge length of 8×10-4 mm. A selec-
tion was then made of the cells at the surface attached by an angle no greater than 
12 degrees to an arbitrary flat section. This selection was then inverted to leave 
only cells in the surface that were beyond a 12 degree incline from the rest of the 
geometry, these being the areas at the leading edge of bifurcations and at tight 
bends such as branching points. This subset of cells was then expanded to include 
all bordering cells and the edge length of these cells was reduced to 2×10-4 mm. 
The interface between the two regions of different surface size was then blended, 
and the refined region conservatively smoothed while maintaining all geometric 
features. 

 

 
 
 

 
A steady state simulation was run on this mesh at typical systole conditions, 

with an inlet mass flow rate of 0.3 kg/s and an equal flow-split boundary applied 
to the nine outlets. This was performed to identify regions of steep (spatial) veloci-
ty gradient in the core polyhedral mesh that would benefit from increased refine-
ment. The mesh was iteratively refined by reducing cell sizes until the change in 
velocity across each polyhedral-cell in the mesh was similar. The final mesh con-
tained 6M cells. 

Fig. 2 The mesh refinement region with the remeshed surface cells shown in pink 
(left), volume mesh refinement region with the refined volume cells shown in pink 
(middle) and a cross-section of the volume mesh after refinement (right). 
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2.4   Physical Assumptions and Boundary Conditions 
A laminar flow model was used as has been the case for similar investigations 

[19]. Blood was modelled as an incompressible fluid with a density of 1050 kg/mᶟ 
and a Carreau-Yasuda non-Newtonian approximation for viscosity. A non-slip, 
rigid wall boundary was applied [21-25].  We explicitly coupled the 3D CFD sim-
ulation with a 3-element Windkessel model at each outlet boundary to estimate the 
resistance and compliance of the downstream vascular beds. This improves the es-
timation of pressure throughout the domain and allows the pressure waveform at 
the aortic inlet to comply with the patient’s systolic and diastolic pressures. The 
Windkessel parameters were calibrated according to previous methodology [18, 
23, 26], whereby the resistance (target flow) and compliance are proportional to 
outlet vessel cross-sectional area. The physical time-step was fixed to 1ms, where 
a maximum of 15 inner iterations per-time-step was sufficient to maintain root-
mean-square absolute momentum and continuity residuals below 10-10. 

 

 
 
 

 
Fig. 3 The particle age shown at each particle (top), the DRT mapped to the 
surface (bottom). 
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2.4   One-way Lagrangian Particle Modelling 
A one-way Lagrangian method was used to model the trajectories of platelets 

and was based on the same process we have used in a previous study [19]. This 
method has been validated against the experimental data from Pui et al. [27]. We 
created an injection plane of 1,323 points normally aligned with the direction of 
flow, ~3cm into the geometry past the inlet. The location of this plane allows in-
jection of the platelets well before the regions of interest in the FL and TL. The 
particles injected were modelled as spherical, a common assumption in the large 
arteries [28-30], with a diameter of 2µm and a density of 1040 kg/mᶟ. These mate-
rial properties for platelets have been used for similar investigations in abdominal 
aortic aneurysms [31]. The particles were injected through the plane at randomly 
distributed points with the inclusion probability set proportional to the mass flow 
rate. This methodology has previously been applied to studies of platelet move-
ment in common iliac aneurysms, where the local sub-stepping of particles within 
each physical time-step is bounded by minimum and maximum Courant numbers, 
set to 0.05 and 0.35, respectively [19]. The forces on each particle consisted of the 
pressure gradient force (Equation 3) and the drag forces (Equations 4 and 5). 

(Equation 4) being the empirically derived Schiller-Naumann drag force coef-
ficient, as used in previous studies [19, 31]. 
 

                                   (3) 
 

 
                         (4) 

 
 

    (5) 
 

 
where, 
      is the particle Reynolds Number, 
      is fluid density, 
      is the particle slip velocity, 
      is the projected particle area, 
      is particle volume, and 
      is the gradient of static pressure. 

 
The particles were injected for 11 seconds, just over 16 cardiac cycles at 88 BPM. 
It was important to simulate as many cycles as feasible to allow the particles to 
travel distally throughout the domain and have an even distribution. The total 
number of injected particles was 1.5M. Even with such a low ejection fraction the 
number of particles simulated is orders of magnitude less than would be expected 
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in vivo, they do however provide a representative sample of particles in the system 
and allow us to observe regions where particles become trapped for a long period 
of time and are at increased risk of deposition [31]. The particle age was recorded 
for each particle in this study to determine where platelets preferentially reside in 
the FL and TL. The particle age of the platelets in the entire domain was converted 
to a domain residence time (DRT) for each computation cell in the mesh. This is 
calculated as the average particle age at each cell, where cells without particles 
have this value determined using an inverse distance weight of values at neigh-
bouring cells. The simulation was run until there was an adequate distribution of 
cells in all parts of the domain to ensure accurate DRT values. Additionally the 
domain has been divided into eight regions and the average DRT provided (from 
near-wall cells). Note that, the most distal particles have a greater age by nature of 
being further from the injection plane, therefore the comparison of the average 
DRT in TL and FL segments are equidistant from the aortic root will allow com-
parisons to be made regarding local particle residence and entrapment. 

2.5 Simulation details 
We ran our simulations on the MAGNUS supercomputer at the Pawsey 

Supercomputing Centre (Perth, Australia). This system consists of 2,976, 12-core 
Intel Xeon E5-2690V3 Haswell processors giving a total of 35,712 cores and over 
a PetaFLOP of computing power. Our simulation was run on 512 cores for 15 
hours, providing 21 seconds of physical time or just over 30 cardiac cycles for this 
particular case. User-defined field functions were created for Time-averaged Wall 
Shear Stress (TAWSS) and Oscillatory Shear Index (OSI) which were calculated 
based on the final three cardiac cycles as well as Endothelial Cell Activation Po-
tential (ECAP), the ratio: OSI/TAWSS, which has been used as an indicator of 
thrombogenic susceptibility in the aorta [32]. 
 
 
3   Results and Discussion 

3.1 Particle Residence and Transport 
The geometry features two distinct saccular regions in the aortic arch (indicated 

by A and B on Figure 3). These regions were observed to trap particles around 
their exterior. Particles that made it into these regions in the first cycle were still 
present after 11 seconds or 16 cardiac cycles. Interestingly there was a large num-
ber of these particle from the first cardiac cycle within the TL of the descending 
thoracic aorta (C on Figure 3). In what is a relatively straight section of the aorta 
we would expect to see laminar flow conditions that flush these particles out with-
in the proceeding cardiac cycles. This points to recirculation zones caused by the 
complex tear geometries. This stagnation of the TL in this region is unique in that 
in cases of dissection it is usually assumed that stagnation will occur in the FL as 
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by its nature the blood must enter through a tear and it is often constrained by a 
small re-entry tear. In this case it appears that the geometry of the first major entry 
tear and its location just beyond the left subclavian artery means that the FL re-
ceives the majority of the massflow. In this geometry it would be likely that if a 
thrombus development model was applied we would see the development of 
thrombus in the TL, at least in the descending thoracic segment, this information 
would present a unique issue for clinicians. A fully thrombosed FL is believed to 
represent a stable case of the disease as we no longer have blood entering the FL 
and progressing the disease. If, as in this case we have branching arteries attached 
to the FL, full thrombosis of the FL is no longer desirable due to the likelihood of 
renal ischemia.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 4 The particle age shown at each particle (top), the DRT mapped to the 
surface (bottom). 
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3.2   Haemodynamic Surface Conditions 
TAWSS in the aortic arch showed a strong correlation with the DRT condi-

tions. We observed stagnant, low TAWSS conditions here leading to higher over-
all DRT. In the descending thoracic aorta we do not see the same relationship be-
tween shear stress and residence time. The TAWSS in this region is 20% higher in 
the TL when compared with the equivalent FL segment however, the FL shows far 
lower DRT values. The major difference between the TL and FL in the descending 
thoracic aorta was in OSI where we observed a 30% increase suggesting that the 
high DRT values are resulting from recirculation zones in the flow. High TAWSS 
conditions may be retained in recirculating zones as the blood is still exerting 
shear at the wall, however the direction of this shear if fluctuating contributing to 
elevated OSI. 

 
 
 
 
 
 
 
 

Fig. 5 The DRT shown for each cell on a series of internal plane sections.  
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The source of this high OSI is likely to be the series of tears between the TL and 
FL in this region (see Figure 5) and this confirms the theory that tear geometry is 
critical to the consideration of thrombus development in dissection and its subse-
quent management. This observation contributes to the argument that patient-
specific CFD has great potential in dissection cases where inspection of CT imag-
ing alone is insufficient to determine whether a case is likely to be stable over a 
period of time. As the entry tear separates the existing aortic wall, the FL wall is 
thinner than in the TL and so likely compromised in strength. The observation that 
majority of the flow is entering the FL as it exits the aortic arch could be critical to 
management in this particular case as the thinner wall will be at increased risk of 
rupture under a greater load. The sharp change in direction in flow exiting the arch 
is likely to cause impingement of the flow on the FL wall and increased FL pres-
sure further increasing the prospect of rupture. 

Fig. 6 Contour plots showing surface values for TAWSS (top left), OSI (top 
right) and ECAP (bottom left). The bottom right shows the surface segments 
used for the analysis of surface average DRT, TAWSS, OSI and ECAP. 
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Table 1 Surface average values for the aorta segments shown in Figure 4. 
Region DRT (s) TAWSS (Pa) OSI ECAP 

Aortic arch FL 7.53 0.265 0.125 2.372 
Aortic arch TL 2.87 0.756 0.265 0.447 
Upper thoracic aorta FL 7.86 0.286 0.295 1.297 
Upper thoracic aorta TL 8.63 0.343 0.383 1.428 
Lower thoracic FL 10.04 0.355 0.372 1.149 
Lower thoracic TL 9.91 0.375 0.352 1.029 
Abdominal FL 9.95 0.666 0.285 0.486 
Abdominal TL 10.13 0.599 0.386 0.728 

 

3.3 Platelet Wall Collisions 
When platelets made contact with the vessel wall, they were fixed in space, and 

while this is not a realistic model for wall adhesion we believe that these areas of 
collision are valuable to visualize and understand. These conditions of flow im-
pingement make platelet, and other larger blood cell, contact with the lumen most 
likely. We observed adhesion in the upstream facing flow dividers. The complex 
flow patterns occurring around the brachiocephalic, left common carotid and left 
subclavian artery branches show a large number of collisions al-
so.

 
 

Figure 5. Particles that have adhered to the wall indicated in red 
as well as the first four entry/re-entry tears (T1-T4). 
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3.4   Applicability of Supercomputing to PSM 
A major barrier to the inclusion of computationally intensive modelling in the 

clinical setting is the associated turnaround time from scan to results. The advent 
of high-performance computing clusters (HPC), such as MAGNUS, represent a 
potential solution. A simulation such as that considered in this study would not be 
viable on a standard workstation within a reasonable clinical timeframe. Automat-
ed mesh refinement based on the results of a steady-state pre-simulation is also 
clinically applicable, removing the need for user input to increase the accuracy of 
the mesh. The application of a highly scalable model for aortic dissection could 
make the simulation of large, statistically significant cohorts of patients viable 
with the potential to effectively define the relationship between haemodynamic 
conditions, thrombosis and prognosis. 

To further quantify the applicability of HPC in simulation processing we have 
examined the scalability of the simulation to better understand the relationship be-
tween the cores allocated to the simulation and the resulting turnaround time. The 
time spent computing successive iterations decreased linearly as the number of 
CPUs used increased (analyzed at: 256, 512, 1024, 2096 and 4096 CPU cores). 
Without the progressive injection of platelets, the simulation of a cardiac cycle on 
a 6M cell mesh takes one minute using 4096 CPU cores. 
 
4   Conclusion 

This study presents a single case of Type-B aortic dissection analysed with the 
injection of 1.5M platelets. Though only a single case was simulated, it represents 
a relatively complex geometry and these methods are very transferrable to any 
other dissection case. We observed elevated residence times of these particles in 
regions of both stagnant (low TAWSS) and recirculating flow (high OSI) in sepa-
rate regions, emphasising the need to consider both TAWSS and OSI in thrombus 
susceptibility predictions for dissection as the relationship may not be as solely 
dependent on low TAWSS conditions as previously thought. Tear geometry was 
seen to have a dominating effect on TL haemodynamics. The complex flow pat-
tern emerging from these features support the need for CFD as a supplement to CT 
imaging when assessing prevailing flow conditions and prognosis for Type-B aor-
tic dissection patients. The application of HPC in this study has demonstrated how 
computationally expensive patient-specific CFD simulations can now be carried 
out on a clinical timescale. 
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